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Abstract—In this paper, we present a method that allows us SCIKD. The method identifies transitive closure of attribute
to reduce disclosure risk of confidential data from knowledge values involved in confidential data reconstruction, and uses

discovery. In particular, the proposed method protects confi- ha yagylt to identify the maximum number of attribute values
dential data against the null value imputation algorithm Chase .
that can remain unchanged.

with minimum amount of additional data hiding. The method is
designed to identify the set of values that can remain unchanged
without examining all possible combinations of the values. The

concept introduced in this paper can be used to protect multiple  |I. HIDDEN VALUE RECONSTRUCTION BYNULL VALUE
confidential attributes in information systems. IMPUTATION
l. INTRODUCTION We briefly provide some additional background on a null

) o ~ value imputation algorithmChase [4]. Assume thatS =

The knowledge discovered by data mining has provid 9(714, V) is an information system [4], wher¥ is a set of
powerful solutions to non-trivial problems in a wide Va”e%bjects,A is a finite set of attributes, antl is a finite set
of domains. The distinctive capability of extracting hiddeg¢ their values. In particular, we say that= (X, A,V) is

knowledge from large volumes of data, however, broughf, incomplete information system of typeif the following
up security issues as the concern about privacy and dg{fee conditions hold:

security grows. In particular, disclosure of confidential data

via hidden value reconstruction by knowledge discovery has
. . . N ; anyxz € X,a €A,

received increasing attention in recent years. The notion of (V2 € X)(Va € A)[(as(@) = {(ai,pi) : 1 < i <m}) —

the hidden attribute reconstruction by knowledge discovery® E%” i = ﬁ 4s\E) = W pi) 2 LSS

was introduced in [3] where the rules in Knowledge Base =L - ) .

(KB) can be used to reconstruct sensitive data hidden from® (Vo € X)(va € A)[(as(@) = {(as,pi) : 1 < i <m}) —

. ; S (%) (pi > V).
an information system as shown in Figure 1. ] ) )
Data incompleteness is understood by allowing a set of

~ When trade-offs are not considered, protection of confidefeighted attribute values to be a value of an attribute. Suppose
tial data against knowledge discovery is relatively simple. lan attributed in S contains confidential data, and it is to be

general, some degree of data loss is almost inevitable to blafigden. For this purpose, we construgj = (X,A,V) to
reconstruction of confidential data by knowledge inferencegplace S, where:

and the chances of reconstruction drops as the amount of data as(z)
loss conunue; to grow. In reality, however, qddmonal require- | ds, (z) is undefined, for any € X,
ments are typically imposed on data protection schemes, such ds(z) € Vy

as maximum preservation of original data and valid rules, to ’
enhance information availability.

o ag(z) is defined ag{(a;,p;) : a; € Vo, A1 < i <m} for

=ag,(x), foranya € A —{d},z € X,

and user queries are responded $)y (see table 2). The
guestion is whether hiding the attributé is enough. The
In this paper, we assume that one or more attributes definition of d may already be available in loc#B, or a
an information system contain confidential data that havequest can be sent to some of its remote sites iKDS is
to be protected, and the system is part of a KnowledgeDistributed Information System containiiy Now, assume
Discovery System KDS) which provides a set of rulesthat such definitions (or rules) are definedias= {r = [t —
as aKB. Clearly, we have to be certain that the valued.] : ¢ € d} C KB. (In this paper we assume that rules are
of confidential attribute can not be predicted from thgenerated by¥RID(S, A1, \2), whereA;, A2 are thresholds for
available data anB by Chase distributed Chase[4] or minimum support and minimum confidence, correspondingly.
any other null value imputation method while minimizinggRID is the algorithm for discovering rules from incomplete
the changes in the original information system. In pursue wiformation systems, presented by Dafdkia and R&in [5]
such requirements, we propose a protection method namediad used as a part @hasealgorithm in [7]. The definitions
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Fig. 1. An example of confidential data reconstruction

stored in the knowledge bag¢B can be used byChase  Clearly,ds(x) can be equal tdcyqse(s,) () for a number
algorithm to replace missing values for objectsSat using of objects in X. If this is the case, additional values of
the following method. attributes for all these objects should be hidden.

Suppose thatl(z) = d; for z in S. If  does not support
any rule predictingds, it is ruled out becausé; cannot be
reconstructed precisely. If the object supports a set of ruled]- FINDING MINIMUM NUMBER OF ATTRIBUTE VALUES
it can be eitherR,(z) = {r1 = [t1 — di],72 = [t — TO BE HIDDEN
di], ..., = [t — di]} where the rules imply a single We present an algorithm which protects values of a hidden
decision attribute value, ofr; = [t; — di],r2 = [t — attribute over null value imputatio@hase Suppose we have
ds], ...t = [t — dx]} where the rules imply multiple an information systens' as shown in Table IS is transformed
decision values. If we denote support and confidence of rufeS, by hiding the confidential attributé as shown in Table
r; as[s;, ¢;], and the weight of each attribute value in a sldi. The rules in the knowledge bad€B are summarized in
asp;, the confidence for attribute valug € V; for = driven Table Ill. For instance; = [b; - ¢ — a4] is an example of a
by KB is defined as [2] rule belonging toKB.

To describe the algorithm, first we define the following sets,

« a(z), the set of attribute values used to describi@ S,
« a(t), the set of attribute values usedtinwheret is their

-si-ci:[1<i<KAd =di]}

/ >Alp:
Confs,(d,z, KB) = S{lpi] -si-ci:1<i<k}

conjunction
When d(z) = d; and X is the threshold for minimal « R(z) = {(t — d) : a(t) € a(r)} C KB, the set of rules
confidence in attribute values describing objectsSip there in KB where the attribute values usedtirare contained
are three cases in hiding attribute values. in a(z)

1) if Confs,(dj,z, KB) > X and (3d # ¢ Bla)=U{at)u{d}:[t —d] €R)}.
d;)[Confs,(d,x, KB) > ], we do not have to In our exampleR(z1) = {ri,r2,73,74.,75,76,77,78,79,"10 }, and
hide any additional slots far. B(x1) = {a1,b1, c1,d1,e1, f1,91}. Clearly, by using the

2) if Confgs,(dj,z, KB) > X and (Vd # procedure described in sectiond, replaces the hidden slots
d;)[Confs,(d,x, KB) < A, we have to hide by rules from {rg,r9,ri0}. In addition, other rules from
additional slots forz. R(z1) also predict attribute values listed {its, t9, t10 }. These

3) if Confs,(d;,z, KB) < XA and (3d # interconnections often build up a complex chain of inferences.
d;)[Confs,(d,z, KB) > ], we do not have to The task of blocking such inference chains and identifying
hide additional slots for. the minimal set of concealing values is not straightforward.



X A B C D E F G

1 (a1,2)(a2,3) b1 el di el fi g1
T2 (az,g)(ag,g) (bl,%)(bz,g) da €1 f2
T3 @ ba (c1,3)(cs.3) dr es f2
T4 as C2 d1 (61,%)(62,%) f2
Ts (m%)(as,%) (bh%)(b%%) C2 dy €1 P g1
Te a2 b2 c3 d1 (62,%)(63%) f3
T7  as by (c1,3)(c2,2) e fs
zi  (as,2)(as,3) by c2 es f2
TABLE |

Information SystemS

X A B C D E F G
1 (aLZ)(aQ’l) b1 C1 €1 f1 a1
z2  (az2,%)(as,3) (b1,5)(b2.3) el f2
T3 ai b2 (611%)(6315) €3 f2
e as c2 (c13)e23) o
s (CL1,%)(CL3,%) (bl,%)(bg,%) C2 €1 f2 g1
T6 a2 b2 ¢3 (621%)(631%) f3
T7  as b (c1,3)(c2,3) €2 f3

zi  (a3,3)(as,3) by C2 es f2

TABLE I
Information SystemS,

Rule A B [} D E F G
1 (a1) b1 c1
ro (a1) c1 fi
T3 (b1) c1
T4 (bl) €1
Ts ai (Cl) f1
re a1 c1 (e1)
7 (Cl) €1 g1
rs a1 c1 (d1)
T9 b1 C1 (d1)
710 (d1) fi
TABLE Il

Rules contained ifKB. Values in parenthesis are decision values

Let us consider the following example. Suppose we havalues of attributes may have high impact on the final result.
{ry =la1-by — di],ro = [b1-c1 — di],73 = [b1-e1 — d1]}, For example, hiding values in the order@af= f; = a; and

all inferencingd;. In this casep; is covered by 3 rules, andc¢; = a; = f; may produce different results because attribute
elimination of it will ensure the protection. However, if theresalue set{c;, f1} removes the inference i, while {¢1, a1}
were 3 other rule§h; — b1,41 — h1, k1 — j1}, additional cannot remove it and we have to hitle again.

values {h1,i1,k1} have to be hidden, and, was not the ) L )
best choice. In general, if a large number of attributes and1° reduce the complexity and minimize the set of hidden

rules exist, overlap based approach often produces a large ¥A{€s: & bottom up approach has been adapted. We check the

complex graph as we try to trace connections from the t(yelues that will remain unchanged starting from a singleton set

to the bottom. Another issue is that the order we eliminaf@ntaining attribute value by using transitive closure [11] (if
a — bAb — cthena — ¢, which gives us the sdu, b, ¢}), and



increase the initial set size as much as possible. This approadlV. ALGORITHM SCIKD: SAFEGUARDING CLASSIFIED
automatically rules out any superset of must-be-hidden values, INFORMATION FROM KNOWLEDGE DISCOVERY

and minimizes the computational cost. The justification of this

is quite simple. Transitive closure has the property that theWe are ready to present more precise description of the
superset of a setalso contains. Clearly, if a set of attribute @lgorithm for identifying the minimal number of attribute

the presence/abscence of other attribute values. in order to guarantee that attribuf@ cannot be reconstructed

through knowledge discovery. So, let us assume tiais a

To outline the procedure, we start with a $itr) for the jedge base fos;, and that an attribut® € A needs to
objectz; which construction is supported by 10 rules fré&mB, be hidden.

and check the transitive closure of each singleton suk{agt

of that set. If the transitive closure é{z) contains classified

attribute valuel;, thend(z) does not sustain, it is marked, andSCIKD(Sp, K B)

it is not considered in later steps. Otherwise, the set remains

unmarked. In the second iteration of the algorithm, all twdzegin

element subsets gf(x) built only from unmarked sets are i :=1;

considered. If the transitive closure of any of these sets doesvhile : <[ do

not containd, , then such a set remains unmarked and it is usedoegin

in the later steps of the algorithm. Otherwise, the set is getting for all v € a(x;) do Mark(v) := F;
marked. If either all sets in a currently executed iteration step for all v € «(x;) do

are marked or we have reached theet), then the algorithm begin
stops. Since only subsets 6fx) are considered, the number R(z;) ={re KB : (3d)[r =v —d};
of iterations will be usually not large. v(x;) == D(x;);

So, in our example the following singleton sets are consid- ~ ¢1(Zi,v) == {v};
P gsihg Bz, v) = aq(zi,v) U{d: [v—d] € R(z;)};

ered: while ~(x:) & 5(r:, v) andas (xs, v) # 3z, ) do
{a1}* = {a1} unmarked begin
{b1}* = {b1, } unmarked o (24, v) == By, 0);
{1} = {a1, b1, c1,e1,d1} 2 {d1} marked * R(z;) ={r e KB: (3t C cu(z,v))[r =t — d|};
{1} = {br,e1} unmarked Blaiv) = au (s, 0) U {d : G)([t — d] € R(x:)):
{fi}" = {d1, 1} 2 {d1} marked * end
{g1}" = {91} unmarked if v(x;) € B(z;,v) thenMark(v) =T,
end
Clearly, ¢; and f; have to be concealed. The next step is = 2;

to build sets of length 2 and determine which of them can Wwhile j <k; —1do
sustain. We take the union of two sets only if they are both begin

unmarked and one of them is a singleton set. for eachw C a(x;) such that fard(w) = j
and all subsets ofy are unmarked] do
{a1,b1}" = {a1, b1} unmarked

{a1,9:}" = {ar, 91} unmarked B(zi,w) = a1z, w) U{d: (3t C w)[t — d] € R(z:)};

{b1,e1}t = {b1,e1} unmarked while _ , and _ _ do
{b1,91}* = {b1, 91, €1} unmarked beginv(ml) # i) li ) 7 gl )

+ = %
{e1, 01} ={a1,b1,d1,d1,e1,91} 2 {d1} marked an (s, w) = B(zi, w);
R(z;) ={re KB : (3t C aq(z;,w))[r =t — d|};

Now we build 3-element sets from previous sets that have Bz, w) = ay(zs,w)U{d: 3t)([t — d] € R(z;))};
not been marked. end
{Cll,bhel}Jr = {ahbl,el} unmarked if W(ml) € ﬁ(‘rl?w) then Mark:(w) = T'
{a1,b1,g1}" = {a1, b1, 01} unmarked end
{b1,e1,g1}" is not considered as a superset{ef, g:} which end
was marked. =141
end

We have{a;,b1,e;} and{a1, b1, g1} as unmarked sets thatend
contain the maximum number of elements and do not have the
transitive closure containing. In a similar way, we compute  The algorithm presented here is a simplified version of the
the maximal sets for any objeat. systemSCIKD which is implemented and tested. Namely, its
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Fig. 2. Sample Interface fa§CIK D

implemented version allows possible rules to be uselBn 13 rules are extracted which are used to describe values of
Also, if one of the possible attribute values to be placed intadden attribute byDistributed Chaselgorithm, and 75 rules
hidden slot has a confidence below a threshold value setane extracted from the client which are used to describe the
by a user, then this attribute value is not considered in furtheasllues of remaining attributes dyocal Chasealgorithm. All
steps of the algorithm. This approach is similar to the orikese rules are generated usERID and stored ink B of the
followed in the paper [4]. client.

V. EXPERIMENT AND CONCLUSION 1014 attribute values (10.14% of the total number of at-

We imp|emented the method on a PC running Windows xm:ibute values in client table) are additionally hidden when
and Oracle database version 10g. The code was writtenO¥erlap based method is applied, and 739 (7.39%) attribute
PL/SQL language with PL/SQL Developer version 6. HTMLvalues are additionally hidden by the method presented in

DB and some additional Javascript have been used to creatBig paper. Clearly, the level of improvement in the number
graphical user interface. of additional hidden value over previous method, as well as

. the percentage point of hidden values, will not be the same

In order to evaluate the efficiency of the proposed methoghen different set of rules and information system are used.
we compared the total number of additionally hidden attribuig,yever, the proposed method reduces the number of hidden
values with that obtained by the method described in [2]. Thgi ipute values by identifying all combinations of values
compared method uses a top-down approach that the orglgyi predict the hidden data without examining all possible
of elimination of attribute values in; is determined by the g persets. In addition, the method can easily be used to protect
degree of overlap of supported rules. The sampling data talg, or more confidential attributes in an information system.
containing 4,000 objects with 10 attributes was extracted rgpyrhis case, a set of attribute valueszinshould be hidden if

domly from a complete database describing personal inCORg closure of the set contains any of the classified data.
reported in the Census data [1]. The data table was randomly

partitioned into 4 tables that each have 1,000 tuples. One
of these tables is called a client and the remaining 3 are
called servers. Now, we hide all the values of one attribute This research was supported, in part, by the NIH Grant No.
that includes income data in the client. From the servefs11HD38486-06.
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