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Mobile Energy Harvesting Nodes: Offline
and Online Optimal Policies

Ahmed Arafa

Abstract—We consider a mobile energy harvesting transmit-
ter where movement is motivated by trying to find better energy
harvesting locations. Movement comes with an energy cost expen-
diture, and hence there exists a throughput-movement tradeoff.
On one hand, the transmitter may opt not to move and use all
its available energy for transmission; on the other hand, it can
choose to move to a potentially better location, spending some of
its available energy during the movement process, and yet har-
vest larger amounts of energy at the new location and achieve
higher throughput. In this paper, we characterize this tradeoff by
designing throughput optimal power allocation policies subject
to energy causality constraints and moving costs. In our setup,
the transmitter moves along a straight line, where two energy
sources are located at the opposite ends of the line. We first
study the offline version of this problem where the goal is to
maximize the throughput by a given deadline. We find a closed
form solution for the case of single energy arrival at each source,
and provide an iterative solution for the case of multiple energy
arrivals. Then, we study the online version of this problem with
independent and identically distributed (i.i.d.) energy arrivals
at each source, and the goal is to maximize the long term
average throughput. We propose an optimal move-then-transmit
scheme where the transmitter first moves towards the source with
higher mean energy arrival, stays at that source, and then starts
transmission.

Index Terms—Mobile energy harvesting nodes, moving costs,
throughput-movement tradeoff, online best effort, online near
optimal.

I. INTRODUCTION

E CONSIDER an energy harvesting single-user chan-
Wnel where the transmitter uses its harvested energy in
data transmission and to move to different locations in search
for better energy harvesting spots, see Fig. 1. We design both
offline and online power and movement scheduling policies
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Fig. 1. Mobile energy harvesting node moving along a straight line between

two energy sources. The position of the node determines how much energy
it harvests from each source.

that maximize the throughput subject to energy causality
constraints.

Offline energy management policies in energy harvesting
communication networks have been considered extensively in
the recent literature. Earlier works [1]-[4] consider the single-
user setting with various battery size assumptions, with and
without fading. References [5]-[11] extend this to broadcast,
multiple access, and interference settings; [12]-[15] consider
two-hop and relay channels; and [16], [17] study two-way
channels. Energy sharing and energy cooperation concepts
are studied in [18]-[20]. Most of the above works focus on
transmitter-side energy harvesting.

References [21]-[27] study energy harvesting receivers,
where energy harvested at the receiver is spent mainly for sam-
pling and decoding. Other works [28]-[33] study the impact of
processing costs, i.e., the power spent for circuitry, on energy
harvesting communications. Depending on energy availabil-
ity and system parameters, the above references show that
considering decoding and processing costs can change the
characteristics of optimal power policies.

Near optimal online energy management policies have
been recently studied in [34]-[40] for single-user channels,
multiuser channels, channels with processing costs, general
utility functions, and distortion minimization in sensor nodes.
The proposed policies are near optimal in the sense that they
perform within constant multiplicative and additive gaps from
the optimal solution that are independent of energy arrivals
and battery sizes (for examples of other online approaches
see [41]-[43]).
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In this paper, we study another aspect of power consumption
in energy harvesting sensor nodes, namely, the power con-
sumed in the process of harvesting energy. That is, there is a
cost to taking actions to harvest energy. In this paper, we model
this cost via the energy consumed in physical movement. We
consider an energy harvesting transmitter with the ability to
move along a straight line. Two energy sources are located
at the opposite ends of the line, and the amount of energy
harvested at the transmitter from each source depends on
its distance from the two sources, see Fig. 1. Movement is
thus motivated by finding better energy harvesting locations.
However, the transmitter incurs a moving cost per unit dis-
tance travelled. Therefore, a tradeoff arises between staying in
the same position and using all available energy in transmis-
sion, and spending some of the available energy to move to
another location where it harvests higher energy. In this work,
we characterize this tradeoff optimally, by designing through-
put optimal power and movement policies. We note that related
system models are considered in [44] and [45] where some
devices (energy-rich sources) move through a sensor network
and refill the batteries of the sensors with RF radiation.

In this paper, we study both offline and online settings. In
the offline setting, our goal is to maximize the throughput by
a given deadline. We first study the case where each energy
source has a single energy arrival, and then generalize it to the
case of multiple energy arrivals. Although our problem formu-
lation is non-convex, we are able to solve it optimally for the
single energy arrival scenario. For the multiple energy arrivals
scenario, we design an iterative algorithm with guaranteed
convergence to a local optimal solution of our optimization
problem. For each iteration, we first show that given the
optimal movement energy expenditure in a given time slot,
the movement policy is greedy, the transmitter moves to the
better location (energy-wise) in that time slot only without
considering future time slots. We then find optimal movement
energy consumption using a water-filling algorithm.

In the online setting, we model the energy arrival processes
at the two source as two independent and i.i.d. processes.
Only the means of the two processes are known before com-
munication. Our goal is to maximize the long term average
throughput. To that end, we propose an optimal move-then-
transmit scheme where the transmitter first uses all its har-
vested energy to move towards the source with higher energy
harvesting mean. After that, it stays at that source’s position
and starts communicating with the receiver. We show that the
energy used in movement does not affect the throughput in
the long term average sense. If the transmitter has an infinite
battery, we use the best effort transmission strategy to opti-
mally manage the harvested energy in transmission [46]. In
this policy, the transmitter sends with the average harvesting
rate whenever feasible and stays silent otherwise. On the other
hand, if the transmitter has a finite battery, we use the fixed
fraction policy [34], where the transmitter uses a fixed fraction
of the amount of energy available in its battery for transmis-
sion in every time slot, to achieve a long term average rate
that lies within constant additive and multiplicative gaps from
the optimal solution for all energy arrival patterns and battery
sizes.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a single-user AWGN channel with an energy
harvesting transmitter with moving abilities. The transmit-
ter has the ability to relocate itself to different positions in
search for better energy harvesting spots. Movement is along a
straight line, and energy is harvested from two energy sources
located at the two opposite ends of the line, see Fig. 1. The
transmitter’s position determines how much energy is har-
vested from each source: the closer the transmitter is to one
source, the larger the amounts of energy it harvests from that
source compared to the other. In our setting, the transmitter-
receiver distance is much larger than the distance between the
two energy sources so as to ensure that the transmitter-receiver
channel characteristics are not affected by the transmitter’s
movement.

We consider a time-slotted model, where the transmitter is
allowed to move during a fixed portion of time at the begin-
ning of each slot, and then starts communicating. Without loss
of generality, we assume that the remaining portion of the time
slot where the transmitter communicates is normalized to one
time unit, so that we may use energy and power interchange-
ably. Throughout most of this paper, we will consider the case
where the transmitter is equipped with an infinite-sized battery
to save its harvested energy. However, in some cases we will
extend our analysis to the finite battery case as well. Energy
arrives in packets of amounts Ey; and E»; in slot i at the first
and the second energy source, respectively. At the beginning
of slot 7, the transmitter relocates itself to some position x;, and
harvests energy from both sources simultaneously according
to the following relationship [47]-[49]

Bl = 2y (1)
T G+ 0% (L—xi+ 0

where « is the path loss factor, L is the distance between the
two energy sources, and £ > 1 is a parameter added to adjust
the Friis’ free space equation for short distance communica-
tion, that is, to keep the harvested energy bounded when the
transmitter lies at either ends of the line. Note that E(i, x;)
is the actual amount of harvested energy that enters into the
battery of the transmitter.

The transmitter incurs moving costs whenever it relocates
itself to a different position. We model the total moving cost
up to slot k as follows

k
cn(k) £ € Y Ixi — xio1l ©)

i=1

where x( is the initial position of the transmitter, ZLI |x; —
xi—1| represents the total distance moved by the transmitter up
to slot k, and ¢, is the cost of movement in energy per unit
distance. Since movement is not cost-free, a tradeoff arises
between spending energy to move into better spots (in the
sense of energy availability), and staying at the same location
and spending all the available energy in communicating. We
design power and movement policies that capture the optimal
tradeoff of this setting.
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A. Offline Problem

We first consider an offline scenario, where energy amounts
are known to the transmitter prior to the start of communica-
tion. Our goal in this setting is to maximize the total number
of bits delivered to the receiver by a given deadline N, subject
to energy causality constraints and moving costs. The physical
layer is Gaussian with unit noise power, and the transmitter
uses power p; for transmission in time slot i. We formulate
the problem as follows

N
1
max 21: 5 log(1 +pi)
=

st em(1) < Ep

k k
cnk+1)+ Y pi<Eo+ Y EG,x), 1<k<N
i=1 i=1

O<xi<L, pi=0, Vi 3)

where ¢,,(N+1) £ ¢,,(N), and E; is the initial energy available
at the transmitter. This initial energy enables the transmitter to
relocate itself during the first slot (if needed). Note that if the
transmitter needs to move in slot £ + 1, then it needs to save
some energy by the end of slot k for that purpose. In other
words, it should not consume all its energy in transmission by
the end of slot k. That is why the energy incurred for moving
up to slot k + 1 is bounded by the residual energy remaining
after slot k : Eg + Zle E(i, x;) — pi- We solve problem (3) in
Section III.

B. Online Problem

We then consider an online scenario, where energy amounts
are only revealed to the transmitter causally over time; the
amount of energy harvested at time slot 7 is only known
after moving to position x;. We assume that energy harvest-
ing processes at the two sources {Ej;} and {Ey;} follow two
independent i.i.d. distributions with means w1 and p, respec-
tively. Only the means of the two processes are known to
the transmitter prior to the start of communication. Let b,
represent the amount of energy in the battery at time slot z,
and let E' £ {E|, Ea, ..., E;}. A feasible online power con-
trol and movement policy {p,x} is a sequence of mappings
{x; 1 71— [0, L]} and {p, : E' — R} satisfying

€mlx1 — xo| < Eo “)
€mlXe — X1l +pr < by, =2 (&)

where b; denotes the amount of energy in the battery in time
slot ¢, which evolves as follows
by = bi—1 — €mlXi—1 — xi—2| — pr—1 + E(t, x1) (6)

with b; £ Ejy. Let us denote the above feasible set by #. Our
goal is to maximize the long term average throughput

T
1 1
* A .
= lim =E E — log(1 7

" {plﬂ?é(ﬂinéo T |:t_1 2 og( +pt):| @
We solve problem (7) in Section IV, where we also discuss
the case where the transmitter is equipped with a finite battery
of size B.

III. OFFLINE SETTING: PROBLEM (3)

In this section, we characterize the optimal solution of
problem (3). We first note the following necessary optimality
conditions.

Lemma 1: In the optimal solution of (3), powers are non-
decreasing over time.

Proof: We show this by contradiction. Assume that at the
optimal policy {p*,x*}, there exists a time slot k such that
Py > DPjy,- Keeping the movement policy x* the same, we
define another power policy p wh*ere*only the kth and (k4 1)st
powers change to px = pi4+1 = % It is direct to see that
{p,x*} is a feasible policy. By concavity of the log, this new
policy strictly increases the objective function, and hence the
original policy {p*,x*} cannot be optimal. ]

Lemma 2: In the optimal solution of (3), the trans-
mitter consumes all its harvested energy by the end of
communication.

Proof: We show this by contradiction. If the statement of
the lemma were not true, then we can increase the value of
py until all energy is consumed. This strictly increases the
objective function. |

A. Single Energy Arrival

In this section we study the case where each energy source
has only one energy packet arrival. That is, we have only one
pair of variables (p, x) to optimize. By Lemma 2, we have

Ep E>

o + o

x+0"  L—-x+10)
and therefore, by monotonicity of the log, problem (3)
becomes

px) = Eo +

— €mlx —xo|  (8)

Ey n E, | |
max — €y |X — Xi
O T L—xgge  mETA0
S.t. €nlx —xo| < Ey
0<x<L 9

Therefore, the problem now reduces to finding the optimal
position x*.

Note that there are two possible movement strategies the
transmitter can make: move forward to some x > xgp, or
move backward to some x < xg. The transmitter chooses the
movement strategy that gives the maximum objective function
(and hence power/rate). To that end, we next solve the case
of moving forward. The problem in this case becomes

Eq E>
max +
xr (x+0% (L—x+0°

— €pX

. Ey A
s.t. xop <x <min{ — 4+ xp, L = Xmax (10)

€m
Now observe that the objective function is a convex function
in x that is maximized over an interval. It then follows that the
optimal solution x* has to be at the boundary of the feasible
set [50], i.e.,

(11)

Hence, we pick x* that gives the higher value after substituting
in (8), i.e., after comparing p(xp) and p(Xmax)-

x* e {x0, Xmax )
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Similarly, the problem in the case of moving backward is
given by
E, Ey
maX T T L—xt0°

+ €px

N Ep
S.t. Xmin = Maxixg— —,0¢p <x <xp (12)

€m
which again, by convexity of the objective function, yields a
solution at the boundary. That is

13)

Hence, we pick x* that gives the higher value after substituting
in (8), i.e., after comparing p(xp) and p(Xmin)-

Based on the previous analysis, the optimal position in the
single energy arrival scenario can only have three possible
values: x* € {Xmin, X0, Xmax}. This means that if the transmitter
decides to move, it moves to the furthest possible distance
(forward or backward) allowed by its available initial energy
Ey and the physical length of the straight line L. Therefore,
the optimal power is given by

x* e {Xmin, X0}

p* = max{p(Xmin), P(x0), P(Xmax)} (14)

and x* is the corresponding maximizing argument.

B. Multiple Energy Arrivals

In this section we study the multiple energy arrivals setting.
We note that problem (3) is not a convex optimization problem
due to the convexity of the energy harvesting function E(i, x;)
in (1). We therefore follow a majorization maximization
argument to find a local optimal solution for this problem
via successive convex optimization. Namely, we approximate
E(i, x;) around some feasible point to get a convex problem,
whose solution is then used to (better) approximate E(i, x;)
in the next iteration. Approximate functions should be chosen
carefully such that iterations converge to a local optimal solu-
tion of the original problem [51], [52]. In particular, in the
(j + 1)st iteration, we solve the following problem

N

1
max 2}: 5 log(1 +pi)
i=
s.t. ¢pu(l) < Ey

k k
cntk+ 1)+ pi<Eo+ ) [P, x), Vk
i=1 i=1

O<xi<L, pi=0, Vi 15)

where 9 (i, x;) is the first order Taylor series approximation
of E(i, x;) around xg’ ), the solution of the approximate problem
in the jth iteration. That is, we have

96 x) 26 +mPx; (16)
where
e B
(x}’) + E) (L - x?) + Z)
oLy _ L) xg;) (17)

) atl : art |Ni
(x +¢) (L-2"+¢)

and

0 s 9B abi (18)

i . a+1 . a+1
(5 +¢) (L- +¢)

By convexity of E(i, x;), it is direct to see thatf(i) (i, x;) sat-
isfies the conditions stated in [51] that guarantee convergence
of the iterative solution of problem (15) to a local optimal
point of problem (3). Namely, it holds that

96, %) < EG,x), Vx; (19)
Yal (i, xl?")) - E(i, xl?")) (20)
a0 (i.x)  ar (i) o

dx,' o dxl-
We focus on problem (15) in the remainder of this section. In
particular, we introduce some auxiliary variables {§;} to denote
the amount of energy used for movement in the ith slot. That
is, we have

€mlxi —xi—1| =68, Vi (22)

This allows us to rewrite the optimization problem as follows

N
1
max —log(1 i
s ; ) (1 + pi)
k koo A ket
S.t. Zpi < Ey+ Zb?) + m?)x,- — ZS,-, Vk
i=1 i=1 i=1
31 < Ep
Emlxi — xi—1| < 68;, Vi

0<x;<L, pi=0, 6;>0, Vi (23)

where the relaxation of the equality in (22) to an inequal-
ity in the above problem does not change the solution. To
see this, note that if there exists some slot k such that
8 > €mlx; —x;_,|, then one can simply decrease the value of
8% until equality holds while keeping the values of x; and x}_,
the same. This strictly increases the feasible set and thereby
potentially increases the objective function. Also note that we
set 8y41 = 0. We now have the following lemma.

Lemma 3: In the optimal solution of problem (23), if § >
0 then the transmitter should move forward (resp. backward)
during slot 7 if mlg) is positive (resp. negative). Conversely,
it mY =
8F=0.

Proof: We show this by contradiction. Assume that we have
8% > 0 and mE’) > 0 but the transmitter moves backward
during time slot i, i.e., x; < x]_,. Now consider the following

1
alternative policy. Let §; = 0, i.e., x; = x;.*fl, and let 8;+1 =

0, then there exists an optimal policy with

8+ 8;“+]. Since the cost to move is linear with distance, this
new policy reaches the position x7, ; from x7_; with the same

cost. At the same time, since m,@ > (, this new policy harvests

higher energy at slot i, and thereby achieves higher rates. Thus,
the transmitter should move forward. The case where ml@ <
0 implies that the transmitter should move backward can be
shown using similar arguments. This proves the first part of

the lemma.
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To show the second part, note that since mlg) = 0, moving
during slot i does not make the transmitter gain any energy.
Hence, by linearity of the moving cost, given any optimal
policy with 67 > 0, setting §; = 0 and &;41 = §; + 7| in
that case makes the transmitter harvest the same amount of
energy, and reach x7, ; with the same moving cost. |

Lemma 3 indicates that given the optimal amount of
movement energy, the optimal movement policy is greedy.
That is, if the transmitter moves during some time slot i, it
moves towards the higher energy location in slot i without con-
sidering upcoming slots’ energies. Next, we find the optimal
greedy policy by decomposing problem (23) into inner and
outer problems as follows.

1) Inner Problem: We first fix a feasible choice for {§;}
and solve an inner problem for the pair {p;, x;}. We denote
the solution of the inner problem by R(§). By Lemma 3, once
§ is fixed, the position x is determined according to the sign
of m”. Whence, the power p is found via directional water-
filling [3]. Note that the choice of §; should be such that it is
equal to 0 if m;” = 0, according to Lemma 3. In addition, we
note that if we have some §; > 0 while the greedy movement
is not feasible, i.e., moving forward/backward with §; energy
gets the transmitter outside the straight line boundaries, then
surely this §; choice is not optimal and needs to change. How
to optimally find {6}} is handled next.

2) Outer Problem: After we solve the inner problem, we
find the optimal {8;} by solving an outer problem by maximiz-
ing R(8) over the feasible choices of §;. We have the following
lemma regarding this problem.

Lemma 4: R(§) is a concave function in 4.

Proof- Let us pick two feasible points §" and §?® and
denote the solutions of the inner problem for these two choices
by {(p®,xD} and {p?P,x?P}, respectively. Now let §° 2
o8 4+ (11— 0)8(2) for some 0 < 6 < 1. Next, observe that by
linearity of the feasible set, the pair p@ £ 9p() + (1 —0)p?®
and x@ £ x4+ (1 —0)x®@ is feasible in the inner problem
for the choice of 8. Therefore, we have

R(6(9)> > i ; log(l —l—p(g))

=
l

> Z—log(

= eR(s“)) + (1 - 9)R(5<2>)

where the second inequality follows by concavity of the log.
This concludes the proof. |
We now solve the following outer problem

log(l +p(2)>

(24)

mg;lx R(§)

s.t. 81 < Ey

k1 koo .
ZaigEoJer?)Jr[m?)L] Yk
i=1 i=1

8 >0, Vi 25)

with $y;1 = 0, and [y]" £ max(y,0). Note that the
term [mimL]+ ensures that all the feasible range of {4} is

Algorithm 1 Offline Problem Solution

1: repeat

2: Approximate E(i, x;) around the (j — 1)st iteration’s
location solution xl(/_l) using (16)-(18), Vi.

3 Fix a feasible movement energy allocation §.

4 repeat

5 Solve inner problem for R(§) as in Section III-B1.

6: Solve outer problem for §* as in Section III-B2.

7: until Convergence of movement energy water levels.

g until |(x?,p?) — (xU=D, pU=D)| is small enough.

covered in the outer problem, and that the inner problem is
energy-feasible. By Lemma 4, the outer problem is a con-
vex optimization problem [50]. However, not all the available
energy should be used in movement, or else we achieve zero
throughput. Hence, we follow an iterative water-filling algo-
rithm to solve the outer problem similar to the one proposed
in [20] and [26] that we summarize next. We add an extra
(N + 1)st slot where unused energy can be discarded. Initially,
each slot is filled up by its own energy arrival and the extra
(N + 1)st slot is left empty. We allow energy/water to move to
the right only if this increases the objective function. Meters
are put in between slots to measure the amount of water mov-
ing forward. This allows us to pull water back to their sources
if this increases the objective function. Eventually, all the water
in the (N + I)st slot will be discarded but can be pulled
back also during the iterations if necessary. Since the objective
function increases with each water flow, problem feasibility is
maintained during iterations, and by convexity of the problem,
iterations converge to the optimal solution. This solution is a
KKT point for the original problem in (3) by the proper choice
of the approximate function f in (16), and is at least a local
optimal solution, that could also be global depending on the
initial conditions of the iterations. We summarize the multiple
energy arrivals solution approach in Algorithm 1.

IV. ONLINE SETTING: PROBLEM (7)

In this section we discuss the solution of problem (7). Note
that the transmitter needs to decide on both the movement and
the transmission energy for each time slot during the course
of communication given only causal knowledge of the har-
vested energy. In particular, since the energy at time slot ¢
is revealed after the transmitter relocates itself to position
Xz, this means that the transmitter decides on where to relo-
cate blindly, i.e., before knowing what amount of energy it
will harvest. We now derive an upper bound on the optimal
long term average throughput under such conditions in the
following lemma.

Lemma 5: The optimal solution, r*, of problem (7) satisfies

* 1 = =
r=3 log(1 + max{/i1, i2}) (26)
where i1 £ i + % and o £ e + @

Proof: Flrst let us take €, = 0. This enlarges the feasible
set F since now the transmitter can move without energy cost.
Since E(i, x;) is convex in x;, the movement policy in this case
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should be extremal; the transmitter should only be positioned
at either ends of the line to harvest maximal energy. Let us
assume that the transmitter chooses to be at the first source’s
position, i.e., at x = 0, for 6 fraction of the time. This allows us
to construct a set of time slot indices J;(n) C {1, ..., n} with
x;i = 0 for i € Ji(n), and lim,_, «|J1(n)|/n = 6. Similarly,
we can define Jp(n) to be the time slot indices where the
transmitter located at the second source’s position, x; = L,
with lim,— « |/2(n)|/n = 1 —06. Using Jensen’s inequality [50]

we have
1 1 &
¥ Tim - _
< Tll)ngozlog<l +E|:T 2. Pt:|> (27)
< i ! 1 1+ E ! E@,0
< Jim > log + TZ (,0)
ted1 (1)
—i—l E E(t, L) (28)
T b
1 (T)
o1 [J1(T)| _ [2(T)| _
= lim =log| 1 2
Jim 2 og( + T 1+ T A2 (29)
1 _ _
= 5 log(1 + 041 + (1 —0)iz) (30)
1 o
= 5 log(1 + max{jis, ji2}) €Y

where (28) follows by definitions of the feasible set . [ |

Next, we propose an online feasible energy management
policy and show that it achieves the upper bound in the
previous lemma, and thereby proving its optimality. Let j =
arg max;e(1,2) [, 1.€., j denotes the energy source with higher
average arrival rate p; (note that 1 > up implies i1 > fi2
and vice-versa). Then, starting from its original position xo,
the transmitter uses all its harvested energy to move towards
source j, and does not use any energy in transmission. Let
us denote by ng the time slot at which the transmitter arrives
at source j. Then, starting from time slot ng 4+ 1 onwards, the
transmitter uses all its energy in transmission, and does not use
any energy in movement, i.e., it stays at source j till the end.
We coin the above scheme as the move-then-transmit scheme.
We now have the following result regarding how ng behaves
asymptotically.

Lemma 6: For all values of ¢, > 0, 0 < L < 00, and
Ep > 0, it holds that lim;_, o 72 = 0 a.s.

Proof: Let us assume without loss of generality that u, >
n1. If we assume xp = O, then by definition, one can upper
bound ng as follows

k
ny < min{ k :ZE(i, %)) > Ley — Eo} (32)

i=1

k

< min{k :ZE” + Epi = (L+ 0)%(Ley — Eo)} (33)
i=1

where (33) follows by considering the worst case (smallest)

amount of energy harvested from both sources simultaneously,

i.e., assuming the transmitter is at distance L away from both

sources. Now since {E|; + E»;} is an i.i.d. process with mean

1+ w2, by the strong law of large numbers, we have that for
fixed y, v > 0, there exists a number ko such that Vk > kg the
following holds

k
> Eii+ Egi = k(uy + p2 —v)

i=1

(34)

with probability larger than 1 — y. Whence, a further upper
bound on ng, that holds with probability larger than 1 — y is
given by

no < min{k : k(1 + po — v) = (L + )% (Lew — Eo)., k > ko}

(35)
L+ 0)%(Le,, — E
=max”( +6) (L 0)—‘,/«)} (36)
M1+ p2—v
Therefore, it holds that
1 L+ 0)*(Ley, — E
lim@§ lim — max L+ O e 0) , ko
k—oo k k—o0 k mw1+u2—v
=0 (37

with probability larger than 1 — y. Since y > 0 was arbi-
trary, the above is true as y — 0 as well. This concludes the
proof. |

Note that while staying at source j, the transmitter is harvest-
ing i.i.d. amount of energy with an average of ;. Hence, the
transmitter can use, e.g., the best effort transmission scheme
introduced and analyzed in [46] to optimally manage the
amounts of its harvested energy for transmission. This best
effort transmission scheme achieves the capacity of an AWGN
channel with an average power constraint equal to the average
energy harvesting rate by basically allowing the transmitter to
send with energy equal to the average harvesting rate as long
as it is feasible, and staying silent otherwise [46].

Next, we state the two main results of this section.
Throughout, we assume that the amounts of energy generated
at the two source are bounded, i.e., there exist some M| > 0
and M, > O such that Ej; < M; a.s. Vi and E»; < M5 a.s. Vi. It
is worth noting that this boundedness assumption is satisfied
naturally if the transmitter is equipped with a finite battery B,
since any excess energy received above the battery capacity
overflows and cannot be used. We now have the following
result for the infinite battery case.

Theorem 1: The move-then-transmit scheme along with
best effort transmission strategy is optimal, for all values of
€n>0,0<L <00, and Ey > 0.

Proof: Without loss of generality let us assume that p, >
i1, and hence the transmitter initially moves towards the
second source and reaches there after some ngy time slots.
We then have the following energy causality constraints for
transmission

k k
1 1 .
P E pi < z E E@, L), Yk=>ng (38)
i=np+1 i=np+1

Now let us examine the amounts of energy not used in
transmission, i.e., during the first ng time slots, if the trans-
mitter was initially located at xo = L. By Lemma 6 and the
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boundedness assumption, this amount behaves asymptotically
as follows

1 & no M,y My
lim — EG L)< lim —(—+— | =0 a.s.
i 3B = fim () =0 as
=
(39)
Therefore, for fixed y, v > 0 we have

k k

1 1

DN EED) E(z:L)—%, Vk>ng o (40)
i=1

. Tk
i=ng+1

with probability larger than 1 — y, and k large enough. Thus,
as k grows infinitely large, one can take y and v down to O,
which means that the energy used in movement does not have a
long term average effect on the energy causality constraint set.
Therefore, transmitting by the average harvesting rate at the
second source E[E(i, L)] = [1» using the best effort strategy
one achieves the following rate for 7' large enough [46]

T—npl _
3 log(1 + f12) — k7

(41)

where k7 — 0 as T — oo. Hence, taking the limit as
T — oo, and using Lemma 6, one achieves a long term aver-
age throughput of % log(1 + f12), which is equal to the upper
bound stated in Lemma 5. Therefore, the proposed scheme is
optimal. |

Next, we discuss the case where the transmitter is equipped
with a finite battery of size B. Under a finite battery capacity
B, [34] introduced a near-optimal online policy for single-user
energy harvesting channels coined the fixed fraction policy
(FFP). Under this policy, in each time slot, the transmitter
uses a fixed fraction of the amount of energy available in its
battery for transmission. Such fraction is given by the average
harvesting rate divided by the battery capacity. It is shown
in [34] that such policy achieves a long term average through-
put that lies within constant multiplicative and additive gaps
from the optimal solution, for all i.i.d. energy arrival patterns
and battery sizes. In our setting let us define the following
fraction

o max{jiy, jiz)

42
q B (42)
and define the transmission power at time slot 7 to be given by
0, t <ngp
pi = { 43)
qby, t > ng

Without loss of generality, we assume that % + (Lﬂf—z)a and
(L]Z—})a + %2 are both no larger than the battery capacity B, as
any excess amount will overflow. Therefore, we have ¢ < 1,
and the FFP policy above is always feasible. We now state the
following result for the finite battery case.

Theorem 2: The move-then-transmit scheme along with the
FFP in (43) achieve a long term average throughput that lies
within an additive gap of 0.72 and a multiplicative gap of 0.5
from the optimal solution, for all values of €, > 0, 0 < L <
oo, and Ep > 0; and for all i.i.d. energy patterns and battery
sizes.
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Fig. 2. Convergence of throughput over time.

Proof: The proof follows the same lines as in the proof of
Theorem 1; basically, the fact that the effect of the movement
strategy on the energy causality constraint set vanishes in the
long term does not depend on the battery capacity, and hence it
still holds. Once this is established, one can treat the problem
as a single-user online problem with an energy harvesting aver-
age rate of fi;, and use the same techniques as in [34, Th. 2] to
show that the achieved rate lies within the constant gaps men-
tioned in the theorem from the upper bound stated in Lemma 5,
and hence, the same constant gap results hold with respect to
the optimal solution. |

V. NUMERICAL RESULTS
A. Deterministic Arrivals

In this section, we present some numerical examples to fur-
ther illustrate our results in the offline setting. We consider a
system of four time slots. The transmitter has an initial amount
of energy of Ey = 0.1 energy units. The length of the straight
line between the energy sources is L = 10 distance units, and
the transmitter is initially positioned at xo = 2.5. Energies
arrive at the two energy sources with amounts E; = [0, 1,7, 5]
and E> = [8, 5, 1, 1], at the first and the second energy source,
respectively. The path loss factor « = 2.5, £ = 1.5, and the
movement energy cost per distance €,, = 0.2.

We solve problem (15) by initially approximating the
energy-position function at each time slot around xp. We then
do the problem decomposition to solve for {3} and {p}, x}} as
discussed in Sections III-B1 and III-B2. Finally, we substitute
by {x]} in problem (15) and re-iterate until convergence. For
this example, it takes 5 iterations to converge to a local optimal
solution of problem (3). In Fig. 2, we show the convergence
of the throughput with iterations.

In Fig. 3, we plot the results of this example. We show
the transmitter’s position at different slots in between the two
energy sources. Arrows at the sources represent the amounts
of energy arriving (emitted) by each source at a given time
slot. From the figure, we see that the transmitter stays at its
initial position in the first time slot, i.e., xT = 2.5. This is
mainly because the initial position of the transmitter is inclined
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Fig. 3. Optimal transmitter location in a four-slot system.
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towards the first source, and the fact that the energy amount
at the second source is higher than that of the first source in
the first time slot. One more reason for this movement behav-
ior is that the first source receives higher amounts of energy
in later slots. Therefore, we see that the transmitter moves
towards the first source during slots 2 and 3 until it reaches
the end of the line in slot 4. The optimal position is given by
x* = [2.5,1.84, 1.5, 0], with powers p* = [0, 0, 0.15, 1.82],
and movement energy consumption of [0, 0.03, 0.01, 0.06].

We plot the optimal transmit power and movement energy
consumptions over the four time slots in Fig. 4. The height
in blue and green represents the transmit power and the
movement energy costs, respectively. We see that the trans-
mitter neither moves nor transmits during the first time slot
and saves all its harvested energy for later slots’ move-
ments and transmission. It starts spending some energy in
movement during the second time slot while still not trans-
mitting, and then finally during the third and fourth time
slots it both moves and transmits to the receiver, achieving a
throughput of 0.59.

Next, we show the effect of the movement energy cost per
unit distance, €,,, on the throughput. We shift the initial posi-
tion to xo = 3.5 and use the same parameter values from the
previous example except that we decrease €, to 0.01 and L to

0 8
Slot 1: O @ .—Q
1 )
Slot 2: OO (T) .—Q
7 1
Slot 3: Q,' ‘ O
) 1

Slot 4: Qr.

Fig. 5.

@ O

Effect of moving cost on optimal location.

7. The solution in this case is x* = [7, 7, 0, 0] with a through-
put equal to 2.37. Due to the small movement energy cost, the
transmitter in this case rides the energy peaks from the two
sources, i.e., it harvests E; = lea max{Ey;, E»;}, Vi. The optimal
location is shown by the hatched green transmitter in Fig. 5.
We then increase €, to 3 and re-solve. In this case, we get
x* =1[3.5,3.5,3.5,3.5] with a throughput equal to 0.28. Due
to the large movement energy cost, the transmitter does not
move during the course of communication and uses all of its
available energy only for transmission. The optimal location
in this case is shown by the solid brown transmitter in Fig. 5.

B. Stochastic Arrivals

In this section, we present some numerical results for the
online setting. We consider a system where the energy arrivals
at the first source follows a uniform distribution and that at the
second source follows an exponential distribution. The system
parameters are the same as in the first offline example except
that we set xp = 3.5 distance units and €,, = 10 energy units
per unit distance. In Fig. 6 we plot the long term average rate
achieved by the proposed move-then-transmit and best effort
policy against pi. We set uo = 2 in this example. We
also plot the theoretical upper bound obtained in Lemma 5.
We see that the proposed policy achieves the theoretical upper
bound and that the two curves are almost identical as stated
in Theorem 1.

Finally, we consider a transmitter with finite battery capacity
B. Energy arrivals follow Bernoulli distribution with parame-
ters 0.5 and 0.3 at the first and the second source, respectively.
In Fig. 7, we plot the long term average throughput achieved
by the proposed move-then-transmit and FFP against 1. We
set p = 2 X %Mz = 1.2u7 in this example. We also scale
the battery with w; and set it to B = max{Bj, B>} where
B £ 0‘%‘ L4 ((L)i’gfa and B, £ ((Z'i’g)lm + O'g’ﬁz. We see that
the rate achieved lies within a constant additive gap from the
upper bound as stated in Theorem 2. Empirically, in this exam-
ple the gap is no larger than 0.15, which is less than the 0.72
bound stated in the theorem.
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VI. DISCUSSION AND POSSIBLE EXTENSIONS

In this section, we discuss some extensions to the problems
and the model of this paper. Regarding the movement path, we
considered a one-dimensional straight line movement profile
in this paper as a first step to characterize the movement-
throughput tradeoff. It would be of interest to extend the
movement path to other two-dimensional or three-dimensional
geometric shapes and understand the movement-throughput
tradeoff in more general settings.

Regarding the energy sources, we considered the case where
the sources emit energy in each time slot according to some
random phenomenon. One way to extend this model is to
optimize the amounts of the sources’ emitted energy by intro-
ducing storage devices at the energy source side, i.e., transform
the random energy source to a controlled energy sharing entity.
In this case, the energy harvested at the transmitter at time slot
i is given by

Bii Bai

(x; +0)° + (L—x; +0)“ “44)

E(i,xi) =

where {f1;} and {Bj;} satisfy the usual energy causality
constraints

k k
Zﬁu < ZEU, vk

i1 i=1
k k

2,321' < ZEzi, Vk
=1 i—1

In other words, the two sources now generate energy with
amounts {E1;} and {E»;} but only share {f;;} and {$2;} portion
of them with the transmitter. We note that in this case, procras-
tinating policies [19], where energy sources share energy in a
time slot only if it will be used in the same time slot, need not
be optimal since the energy sharing efficiency is changing with
the position of the transmitter. We also note that even with a
single energy arrival at the two sources the problem now does
not admit a closed form solution as shown in Section III-A;
this would be the case only if we consider one time slot
N = 1. Thus, even with a single energy arrival, one has to
optimize the amounts of shared energy over multiple time
slots.

(45)

(46)

VII. CONCLUSION

We considered mobility effects on energy harvesting nodes.
Energy arrivals at a node depend on the node’s relative position
to energy emitting sources, and therefore movement is moti-
vated by finding better energy harvesting locations. However,
nodes incur a moving cost per unit distance travelled. We con-
sidered movement along a straight line, where two energy
sources are located towards the opposite ends of the line.
We characterized the optimal tradeoff between staying at the
same spot so as to spend all available energy in transmis-
sion, and spending some energy to move to a potentially
better energy location so as to achieve higher throughput. We
studied this problem in both offline and online settings. In
the offline setting, we designed movement and transmission
policies that maximize the sum throughput by a given dead-
line. We first solved the case with a single energy arrival at
each source, and then generalized that to the case of multiple
energy arrivals. In the online setting, we proposed an optimal
move-then-transmit scheme that maximizes the long term aver-
age throughput, where the transmitter first moves towards
the energy source with higher energy harvesting mean, and
then starts transmission. We analyzed the performance of this
scheme under both infinite and finite battery capacities at the
transmitter.
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