Clustering Techniques

· Partitioning methods

· Hierarchical methods

· Density-based

· Grid-based

· Model-based

Types of Data

Data matrix



Dissimilarity matrix

           
d(i, j) – dissimilarity / difference or distance between objects

· Compute dissimilarity between objects

Euclidean distance


            d(i, j)   =        |xi1 - xj1 |2+ | xi2 - xj1|2 + … + | xip - xjp|2

Manhattan (city-block) distance

            d(i, j)   =        |xi1 - xj1 |+ | xi2 - xj1| + … + | xip - xjp|
Minkowski distance
            d(i, j)   =      ( |xi1 - xj1 |p+ | xi2 - xj1|p + … + | xip - xjp|p )1/p

Interval Scaled Variables (Attributes)
The difference between values are meaningful, i.e. a unit of measurement exists. Ex. calendar dates, temperature in Celsius or Fahrenheit.
· Standardization

1. mean absolute deviation  sf
sf = 1/n ( |x1f - mf |+ |x2f - mf | + … + |xnf - mf | )

2. standardized measurement

zif = xif - mf  / sf

If different variables are to be combined in some way, then standardization is often necessary to avoid having a variable with large values dominate the results of the calculation. Ex. comparing people based on two variables: age and income. For any two people, the difference in income will likely be much higher in absolute terms (hundreds or thousands of dollars) than the difference in age (from 0 to 150). If the differences in the range of values of age and income are not taken into account, then the comparison between people will be dominated by differences in income. In particular, if the dissimilarity measures defined above are used, such as the Euclidean distance, the income values will dominate the calculation.
Binary Variables

There are only two states: 0 (absent) or 1 (present). Ex. smoker: yes or no, true or false, male or female. 
Computing dissimilarity between binary variables:

Dissimilarity matrix (contingency table) if all attributes have the same weight

	Object j

	Object i
	
	1
	0
	Sum

	
	1
	q
	r
	q+r

	
	0
	s
	t
	s+t

	
	Sum
	q+s
	r+t
	p



d(i, j) = r+s / q+r+s+t

symmetric attributes

Nominal Variables

Generalization of binary variable where it can take more than two states. Ex. color: red, green, blue. 


d(i,  j) = p - m / p

Weights can be used: assign greater weight to the matches in variables having a larger number of states.

Ordinal Variables

Resemble nominal variables except the states are ordered in meaningful sequence. Ex. medal: gold, silver, bronze. 


Replace xif  by


rif ( {1, …, Mf}


Variables of Mixed Types

Clustering Methods

1. Partitioning methods   (k-number of clusters)

a. K-means method (n objects to k clusters)

Cluster similarity measured in regard to mean value of objects ina cluster (cluster’s center of gravity)

· Select randomly k-points (call them means)

· Assign each object to nearest mean

· Compute new mean for each cluster

· Repeat until criterion function convergess 

  k

E = (  (    | p - mi |2


i=1  p(Ci
This method is sensitive to outliers.

b. K-medoids method

       Instead of mean, take a medoid (most centrally located object in a cluster)

2. Hierarchical Methods (hierarchical decomposition of objects)

a. Agglomerative hierarchical clustering  (bottom-up strategy: compare each point with each point)

Each object placed in a separate cluster, and at each step merge the closest pair of clusters, until certain termination conditions are satisfied. This requires defining a notion of cluster proximity.
Distance between clusters:

· Minimum distance:

dmin(Ci, Cj) = minp(Ci , p’(Cj | p – p’ |
(between 2 closest points, also called – single link)

· Maximum distance:

dmax(Ci, Cj) = maxp(Ci , p’(Cj | p – p’ |

(between 2 farthest points, also called – complete link)

· Mean distance:


dmean(Ci, Cj) = | mi – mj |
(between the means of the 2 clusters)
· Average distance:


davg(Ci, Cj) = 1/ninj (p(Ci (p’(Cj | p – p’ |
(take the average of all points in the 1st cluster,  same for the second cluster, and calculate the distance between them)

b. Divisive hierarchical clustering  (top-down strategy)

Top-down approach - start wit 1 all-inclusive cluster, and at each step, split as we go down.

TV – trees of order k   (used to represent text files, also audio and video)

Given: 
set of N - vectors

Goal:
divide these points into maximum I disjoint clusters so that points in each cluster are similar with respect to maximal number of coordinates (called active dimensions).

TV-tree of order 2: (two clusters per node)

Procedure: 

· Divide set of N points into Z clusters maximizing the total number of active dimensions. 

· For each cluster repeat the same procedure.

Density-based methods

Can find clusters of arbitrary shape. Can grow (given cluster) as long as density in the neighborhood exceeds some threshold (for each point, neighborhood of given radius contains minimum some number of points).

x11 … x1f … x1p


.	.             .


xi1 …  xjf …  xip


.	.              .


xj1 …  xjf …  xjp





d(i, j) = r+s / q+r+s


asymmetric attributes





0


d(2,1)	0	


d(3,1)    d(3,2)       0


.	.                .


d(n,1)    d(n,2)       …        0





m – number of matches


p – total number of attributes





Replace the values with numbers, i.e. gold = 1, silver = 2, bronze = 3. 


In other words, the value of f for the ith object is xif, and f has Mf  ordered states, representing the ranking 1, …, Mf. Replace each xif by its corresponding rank.





    


We will not go into details 





Squared error criterion


We try to minimize
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