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• Deep neural networks are easily suffering from 
over-fitting. Popular regularization methods include 
data augmentation and structure regularization. 

• Mixed sample data augmentat ion (MSDA) 
methods, such as Mixup and CutMix, achieve 
SOTA results. But they are hard to generalize to 
downstream tasks such as object detection and 
segmentation.

• Structure regularization methods, such as Dropout 
and StochDepth, are more generic. But they are 
not as effective as MSDA. 
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Code: https://github.com/taoyang1122/GradAug
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Key contributions:
• GradAug leverages the advantages of both data 

augmentation and structure regularization methods.
• GradAug is easy to implement and can be applied to 

various network structures and applications.  
• GradAug significantly outperforms other state-of-the-

art methods.
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Our approach – GradAug – aims to regularize sub-
networks with differently transformed training samples.




