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Abstrakt

Tato prace se zabyva dataminingovou procedurou tAdéfer implementovanou v systému LISp-
Miner, ktery je vyvijen na Katéd informa&niho a znalostniho inZenyrstvi Vysoké Skoly ekoraxdi

v Praze. Cilem prace je jednak popsat procedurmophechym, pro laiky (zejména |éie
srozumitelnym zpsobem, dale pak aplikovat tuto proceduru na meskéindata a prezentovat
piiklady pouZiti této procedury. Ze ziskanych zku&tinfe pak cilem vytvit metodologii pouZiti
procedury pro lék@. Dosahovani dil je realizovdno jednak pouzitim mnohdikpadi, které
demonstruji teoretické koncepty na konkrétnich aigtelale také snahou o jednoduchou vizualizaci
tloh (analytickych otdzekeSenych procedurou.

Vysledkem prace je souhrnny, jednolity textadou ikladi oddlenych od souvislého textu, takze
¢tend& obeznameny s konkrétni tematikouize snadno poktavat dale v textu, aniz byiilady
musel projit. Dale je pak vysledkem prace navrHigtd@ podoby prezentace analytickych otazek,
kterd bude spolu giilady vyuzZita dale v projektu SEWEBAR, jehoZ &asti je tato prace.
Metodologie uZiti procedury pro léiea ma spiSe podobu rad vhodnych pro dalSi vyzkum tét
procedury, jelikozZ velk&d komplexnost procedury nedita formulaci obec#Sich za¥ru.

V prvni kapitole je popsan proces dolovani dattali#zi s vyuzitim metodologie CRISP-DM, druha
kapitola prezentuje teoretické koncepty vztahusieik Ac4ft-Mineru, iteti kapitola objasuje akeni
pravidla, jeZ jsou procedurou generovanackieté kapitole jsou nastény moznosti zadavani tloh a
interpretace vysledk procedury. Pata kapitola obsahujikiady zadani uloh, které bylyeSeny
procedurou, a také jsou prezentovany vystupy pragedesta kapitola prezentuje metodologii uziti
procedury pro léka.



Abstract

This bachelor thesis deals with the data miningc@dare Ac4ft-Miner, implemented in the LISp-
Miner system, which is developed at the Departneérinformation and Knowledge Engineering at
the University of Economics, Prague. The aim o$ tiiesis is firstly to describe the procedure in a
simple, understandable way. Secondly, the aim iaply this procedure on the medical data and
present examples of use of this procedure. Fudhmeris to create methodology of use for doctors
from the experience obtained. The aims are reablgadsing a lot of examples, which demonstrate
theoretical concepts on concrete data and by treupuwf the simple visualisation of tasks (analsti
guestions) solved by the procedure.

The output of this thesis is a coherent text wathof examples separated from the continuous sext;
the reader familiar with a particular topic canpsitie examples and proceed to the next issue.dfurth
result of this thesis is an outline of the graphipeesentation of analytical questions. Both the
examples and the graphical presentation will bel dggher in the SEWEBAR project of which this
thesis is one part. The methodology of use of tleequure for doctors is in the form of advices for
use of the tool which should contribute to thetartresearch which is needed. This is becauseeof th
high complexity of the procedure, which does ntavalformulating general conclusions usable in the
methodology.

Chapter 1 characterizes the overall process of Ketiye Discovery in Databases represented by the
CRISP-DM Methodology. Chapter 2 presents theorketioacepts related to Ac4ft-Miner. Chapter 3
deals with action rules. Chapter 4 addresses pligs#hof defining the input and interpretation thie
output of the Ac4ft-Miner. Chapter 5 describes tesearch conducted on the real medical data set
ADAMEK, states methodology and examples of the outChapter 6 summarises the experience
obtained and formulates the methodology of useddffiAMiner for doctors.
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Introduction

This bachelor thesis deals with the data miningg@dore Ac4ft-Miner. Data mining is the analytical
stage of knowledge discovery in databases (KDD)DKB by [Fayadd et al., 1996] defined ‘dse
nontrivial extraction of implicit, previously unkwa, and potentially useful information from data”.
According to [Fayyad et. al., 1996], KDD is an alémprocess consisting of data selection, pre-
processing and transformation, data mining andiritexpretation and evaluation of mined patterns
which than lead to knowledge. KDD is interactived aiterative process, in other words, it is
sometimes necessary to return to the previous step.

[Anand et al., 1996] enhances this rather techncédgiew of other steps. He refers to KDD (as
defined by Fayyad) aglata mining because, as he claims, it reflects the industisal of this term for
the overall process. Firstly, after the managepabblem is identified, the human resources
identification takes place. The three roles aréollsws: Domain expert who has deep knowledge of
the real problem; data mining expert who possekses/ledge of data mining methods; and data
expert who has knowledge of data properties and skatraging. Next step is problem specification
comprising of identification of task type and ultite user of the knowledge. It is also important to
gather all the data available, among others data fexternal resources such as statistical agencies.
Moreover, the right data mining methodology haddochosen, followed by data pre-processing and
the knowledge discovery (data mining according agyad'’s view). The final step, knowledge post-
processing, encompasses the filtration of triviad aobsolete information and presentation of
discovered knowledge in an appropriate form whihinderstandable for final users (e.g. owners of
the data).

As mentioned above, data mining (in its narroweyyad's meaning) is the usage of analytical

methods. It involves fitting models to observedadat determining patterns from it [Fayyad et al.,

1996]. According to [Berka, 2003], the data minihgs three main resources. The database
technologies that enable to store large data s&tistics that provides methods for analysing ;data
and, finally, machine learning, viewed e.g. asad@ng through the area of potential solutions.

In this bachelor thesis, | will use the term “knedtje discovery in databases” (KDD) for the overall
process described by [Anand et al., 1996] and ¢ t‘data mining” for applying methods to
analysed data.

One of the analytical methods is the Ac4ft-Min¢hds three basic theoretical resources:

 the GUHA method
e association rules
e action rules

The GUHA method is method of exploratory analykis &im of which is to provide all interesting
facts derived from the analysed data. Associatidasrare the rules which express associations or
correlation relationships among large set of detas. It shows attribute value conditions that appe
frequently together in a given database [XLMin&0QX0]. Action rules express which action should
be performed to improve the defined state (e.gnfiyove the successfulness of a treatment).

Ac4ft-Miner can be thus described as follows:

Ac4ft-Miner finds rules that express which actishsuld be performed to improve the defined state. |
achieves it by examining the dependencies amondgtiaegiven as an input.



The Ac4ft-Miner is implemented in LISp-Miner Systedeveloped at the Department of Information
and Knowledge Engineerifcat the University of Economics, Prague. The praceds formally
described in [Rauch, Simek, 2009]; this thesis includes only an abbrediatescription with the
emphasis on user needs. The thesis is a part GEWEEBAR project “the goal of which is to study
possibilities both of presenting results of datanimg in the form of analytical reports and of
disseminating resulting analytical reports thro®gmantic web” [SEWEBAR, c2010]. Note that all
the information included in this thesis is relatedhe Ac4ft-Miner procedure unless stated diffédgen

The principal aims of the thesis are to:

1. provide an overview of the Ac4ft-Miner procedure

2. present examples of the use of the Ac4ft-Miner pdoce on the real medical data set
ADAMEK

3. convey the experience obtained

4. create a methodology of use of the Ac4ft-Minerdoctors

The target group of readers are especially doct@speople primarily not familiar with informasic
and mathematics. That is why some of the facts baea simplified and many examples in boxes are
provided to help the understanding of the issubes& readers who are familiar with a particularctop
can easily skip the boxes and proceed to the ssuei

The thesis is structured as follows:

Chapter 1 characterizes the overall process of KBfesented by the CRISP-DM Methodology.
Examples illustrating the content of stages arkided.

Chapter 2 introduces Boolean attributes, whichusesl in the Ac4ft-Miner, association rules and the
GUHA method. Last section of the chapter integrdbtese three concepts into an implementation
called 4ft-Miner, from which the Ac4ft-Miner is deed.

Third chapter discusses the issue of action rdieshe first section, the action rules introduced b
[Ras, Wieczorkowska, 2000] are presented, secondcpaprises the G-action rules, which were
inspired by Ras and which are implemented in th&ftAdiner.

Chapter 4 mentions the possibilities of defining itmput and interprets the output of the Ac4ft-Mine

Chapter 5 describes the research carried out orrethle medical data set ADAMEK, states the
methodology and examples of the output.

Chapter 6 summarises the experience obtained amdfates the methodology of use of Ac4ft-Miner
for doctors.

1 You can find more information at http:// www.vsglispminer
2 http:// kizi.vse.cz
¥ SEmantic WEB and Analytical Reports. You can getavinformation at http:// sewebar.vse.cz



1 The process of KDD - CRISP-DM Methodology

This chapter provides a deeper insight into thelgvpoocess of KDD, which was shortly mentioned
in the introduction. | will demonstrate this prosassing the CRISP-DM Methodology [Chapman, et
al., 2000].

CRISP-DM CRossl ndustryStandardProcess foDataMining) Methodology was created to address
a need for standardisation in this field. Its aimsvio facilitate the understanding of data minieg a
well as “demonstrate that data mining was suffityemature to be adopted as a key part of business
processes” [Chapman, et al., 2000]. It has sixghésee Figure 1).

Figure 1: Phases of the CRISP-DM process
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Source: [Chapman et al., 2000]

The arrows indicate that the order of the phasestistrictly given. It is often necessary to gealoto

the previous phase. The outer circle symbolizesyotical nature of the data mining in itself. Afte
proceeding all the phases, it is necessary to gntpl obtained experience in the next data mining
task.

In the following sections, | will go through theades and demonstrate their content on examples from
a medical domain and the usage of the LISp-Minetesy.

1.1 Business understanding

The aim of the first phase is to determine busiragsctives, i.e. to answer the question what the
client (owner of the data) wants to accomplish byducting data mining project. In this case, the
term “business understanding” is perceived as gatpéformation in a specific area or domain; not
only commercial-based projects are meant. It is @gortant to set success criteria; that is, wihen
outcome of the project is successful from a busipesnt of view.



Furthermore, the first searching for available weses takes place. The resources include data
resources, technical resources (e.g. computersyasef), personnel resources (domain experts, data
experts, data mining experts, technical support).

Other activities include risk assessment, costsbamefits and a creation of glossary of terminojogy
which helps with the communication between domajreets and “technical-oriented” experts.

It is also necessary to transform the businessgo@l data mining goals and to create project.plan
Some of the activities are shown in Box 1.

Box 1: Phase “Business understanding in a medicabdhain — selected activities

The primary “business” objective is to decreasepifadability of having atherosclerosis. The data
resources represent two sets of data collectegdrdifferent cities (small and larger one) in
cardiological ambulances. Technical resources decBtandard technical equipment located at
university and the LISp-Miner system, personnebueses include a doctor specialized in
cardiology and a data expert and data mining egerin the university.

The data mining goal derived from the businessativge can be as follows: to find rules which are
connected to the risk factors of atherosclerosis.

1.2 Data understanding
In this phase,
» datasets are acquired from the data sources,

» data is described (e.g. format of the data, nurabegcords with no value in each particular

column ...),
» data is explored (finding of relationships amortglaites, aggregations ...) and
» data quality is verified (number of errors in theaket, missing values...)

An example of a data description is to be foundppendix 1.

1.3 Data preparation

This phase includes
» data selection - selection of attributes (colunassjvell as selection of records (rows) in a
table, which are relevant to the data mining goals;

Box 2: Data selection

As a source of data, we can have sets collectegbgral practitioners. They include also data npt
relevant to our task — finding rules connecteddk factors of atherosclerosis (for example, the
insurance company is not interesting for us). $odhta will not be selected.

» data cleaning — errors, missing values and otkeeisreported in the previous phase are
handled;

Box 3: Data preparation - cleaning

In LISp-Miner, there are three ways how to handigsing values [Berka, 2003]:
» Deleting — missing values are ignored, they aramatived in the algorithm
* Optimistic — missing values support the relatiopske are interested in
» Secured — missing values do not support the relship we are interested in




+ data construction - derived attributes are creaeche of the values are transformed to
conform to the demands of a particular data mimdrd;

Box 4: Data construction

An example of a derived attribute can be thatAge", which is created by subtracting the year|of
birth of a patient from the current year.

In LISp-Miner, raw data from a database table earsformed into data matrix. Each column of a
data matrix is created from a database column. ddlemn in a data matrix is referred to gs
attribute and each value of an attribute is retetoeas category. The usual definitions of attietait
categories are as follows:

e Each value — one category — the column is searanelddeach value is defined as one
category (repeating values create only one cat@¢gopn example can bigpe of therapy.
Each possible value (e djet, medicaments, operation, none) creates one category.

» Equidistant intervals — intervals of the same langte defined. An example of gn
appropriate attribute idge. We can divide it into e.g. five-year intervalkge (0; 5),
Age (5; 10), Age (10; 15) etc. The length of the interval can be various; dhly limitation is
the usefulness of such a category. It would naidedul to create only two intervalge (0;
60) andAge (60; 120) because the results of the procedure would noemakch sense (e.g.
“The number of patients suffering from some diseasthe Age (0; 60) is higher than the
number of patients in thge (60; 120)").

e Equifrequency intervals — intervals with approxigiatthe same number of objects (same
frequency) are created

For example, we can define attributes of objecasiépts) and their categories as follows:

e Each value — one categofSex (male), Sex (female)

» Age - equidistant intervals per 5 yeakge (20;25), Age (25;30), ..., Age (60;65)

» Each value — one categoifype of therapy (diet), Type of therapy (medicaments), Type of therapy
(operation), Type of therapy (none)

e Each value — one categofSuccess (yes), Success (no)

e Each value — one categofgenetic predisposition (yes), Genetic predisposition (no)

e other attributes (..

» data integration — combining of data from differsatirces and tables, merging more tables to
create one table



Box 5: Data integrated to one table

The integrated table comprising the data regardidpease could look as in Figure 2.

Objects Attributes

Patient | Sex Age | Type of therapy Success Genetic | City
predisposition

1 male 42 none no no Praha

2 female | 61 diet yes no Caslav

3 female 24 operation no yes Céaslav

4 male 54 medicaments yes no Praha

632 female 57 medicaments yes no Praha

Figure 2: Objects and their attributes

There are 632 patients in the table; each of thesrbleen characterised in terms of his/her sex, jage,
type of therapy, whether this therapy was successfunot, whether he/she has genetic
predispositions for this disease, a city whereetkemination took place and other attributes (...).

1.4 Modelling

This stage encompasses a selection of various fimgdedchniques (data mining algorithms such as
Ac4ft-Miner) and their application on data. It isgsible to select more than one modelling technique
and compare their results. Specific modelling témples require data in a specific form, so it often
necessary to go back to the previous stage andfyribei data. Before creating the model, we should
test the quality and validity of a model on a tnagndata. Then we have to adjust the parameteas of
modelling tool and run it. The output of a toothen evaluated in the terms of accuracy and geateral
of the model.

Examples of running a modelling tool (Ac4ft-Mineme presented in chapters 5 and 6.

1.5 Evaluation

In this phase, we evaluate whether and to whictredeghe model meets the business objectives
(success criteria) stated in the first phase. ph&se includes also a decision, what to do nexhelf
model is sufficient, we can proceed to the nextspha deployment. If not, we have to return to
previous stages. We can also decide to run anptbgrcts related to the current project.

1.6 Deployment

In this stage, the main goal is to apply the resoiitdata mining to practical management. Therefore

is important that the client (owner of the datd)yfunderstands the results. The results can it
only presented in the form of analytical reportley can be utilised to create an automated sy&tem
classification of new cases. In the case of ar@@tieports, the results are successively used to
improve the decision-making of an organisation.



Box 6: Deployment in a medical domain

Once the analytical report is presented to theadscthey can see which factors influence the rig
factors of atherosclerosis. They can use thesétsesuhe ambulance of preventive cardiology to
decrease the probability of their patients havirzgifestations of atherosclerosis.

The results can also be used to create a softwaikalale via the internet to classify patients into
groups according to their risk of having manifastabf atherosclerosis. This can help reveal ris}
patients without the need to visit doctor.




2 Prerequisites

In this chapter, theoretical concepts of Ac4ft-Mirmee presented. In the first section, the Boolean
attributes are clarified. The second section dealls association rules, the third one presents the
GUHA method and the fourth section introduces gor@gch of combining association rules and the
GUHA method.

2.1 Boolean attributes

LISp-Miner works with the data in the form of badBoolean attributes and derived Boolean
attributes. Each basic Boolean attribute is crefited an attribute plus one or more of its categmri
An example of a Boolean attribute istgpe of therapy being diet or medicameiymbolic
expressionType of therapy (diet, medicaments)). Set of one or more categories of a particulaida
Boolean attribute is also called a coefficient diasic Boolean attribute (the coefficient of theiba
Boolean attributelype of therapy from previous example is the sefief, medicaments}). We can say
about each Boolean attribute whether it is trueatifor each object in a data matrix.

Using propositional connectiveg, A and —, derived Boolean attributes are created from basic
Boolean attributes. Example is shown in Box 7.

Box 7: Basic Boolean attributes and derived Booleaattributes

Examples of basic Boolean attributes and derivedidsm attributes which could be created from
the table given in Box 5 are shown in Figure 3.

Objects | Basic Boolean attributes Derived Boole#aibates
Patient | Sex Type of therapy | Sex (male) | Genetic predisp. | Sex (male) A (Type of
(male) (operation) V success | (no) A Age therapy (diet) v Type of
(yes) (50,60) therapy (medicaments)) A
—Age (50,60)
1 true false true false false
2 true false true false true
3 false true false false false
4 true false true true false
632 false false true true false

Figure 3: Boolean attributes and derived Boolean atibutes

propositional connectives:
Vv logical disjunction, OR
A logical conjunction, AND
— negation, NOT




2.2 Association rules

Association rules are rules which express assoositdr correlation relationships among the large se
of data items. It shows attribute value condititimst appear frequently together in a given database
They were largely popularised by Agrawal (e.g.Agiawal et al., 1993]). He used association rutes i
an analysis of shopping baskets, where he analygsthmers” transactions in a supermarket. The
association rule is an implication

A=> B, where A (called antecedent) and B (chilensequent) are sets of items.

This rule can be understood as follows: In a paldicdata set, if a transaction includes items pit A
often includes also items of B.
To measure the strength of the rulenfidencds introduced:

number of transactions containing both A and B

confidence = - —
number of transactions containing A

Confidence of e.g. 0.6 expresses that 60 % of&idimss containing A also contain B.
To measure statistical significanseipportis defined as

number of transactions containing both A and B

support =
P number of all transactions in the database

If support is too low, this means the rule is nabrthr considering, because there are too few
transactions in the database in comparison toitleeas the database (transactions do not suppert th
rule).

Box 8: Example of an association rule

Beer, ham =>sugar  confidence = 0.6, support = 0.2

Interpretation:
60 % of customers buying beer and ham also buyrstigansactions containing both beer and ham
comprise 20 % of all transactions in a databasdtl@arule is thus for us worth considerir

2.3 GUHA method

The goal of the GUHA method is to provide érijgyre 4: The GUHA procedure
interesting facts available in the analysed de
The GUHA method is realised by GUHA

Definition of the set

procedures (see Figure 4). The input of GUHA  DATA of relevant patterms
procedures consists of analysed data and a

simple definition of a set of relevant (i.e. Generation and

potentially interesting) patterns. The procedure O O s <£
generates each particular pattern and tests

whether it is true in the analysed data. The @

output of this procedure is a set of patterns All true patterns

which are true in the analysed data and are
prime (they do not follow from other moresource: [Rauch, Siniinek, c2010]
simple rules)[Rauch, Sininek, 2009].

* Example on prime pattern in chapter 4.2

10



2.4 GUHA method and Association rules
When we implement the GUHA method to generate @sisoc rules (which do so called ASSOC
procedures, e.g. the 4ft-Miner), the whole prodesks as depicted in Figure 5. The associatiorsrule

mined by these procedures are, however, more deharathe “classical” association rules introduced
in chapter 2.2.

Figure 5: GUHA procedure ASSOC

DATA Definitior] o_f the set
of association rules

Generation and verification
of particular
association rules

¥

All true
association rules

Source: [Rauch, Siniinek, c2010]

Association rules that are mined by the ASSOC mhos are the rules in the form

o=V,

where bothp andy are Boolean attributes or derived Boolean attebug is called antecedeny, is
called succedent. We can understand the relatipndlgitween antecedent and succedent as
an association. They are associated in a way giventhe 4ft-quantifier=. 4ft-quantifier is
mathematical expression of the dependenay afidy. It is a condition that enables us to say whether
the relationship between andy is true or not. All quantifiers use the four-faigble depicted in
Figure 6.

\d v
¢ a b
@ c d

Figure 6: Four-fold table
As ¢ andy, Boolean attributes are used (see chapter 2.h);@and d are natural numbers.

* ais anumber of objects which satisfy betandy;

* b is a number of objects which satigfyut noty;

» cis a number of objects not satisfyipdput satisfyingy;

* dis anumber of objects not satisfying betandy. An example is shown in Box 9.

The dependency betweenand y is expressed by 4ft-quantifiers. As a simple eXampe use
quantifier=,g that is defined by the condition

a;:bZP/I a>B, where0 <p < 1andB > 0.

11



The association rule
O® =pp Y

means that at least 100p objects satisfyiradso satisfyy (ﬁ > p in the four-fold contingency table,
also referred to asonfidencg, and there are at least B objects satisfying pahdy (“a” in the four-
fold table). Example of a four-fold table and agesaf a quantifier is presented in Box 9.

There are many other 4ft-quantifiers defined in ltHep-Miner System. The procedure that mines for
these association rules is called 4ft-Miner anédl#® implemented in LISp-Miner System. Ac4ft-
Miner also uses association rules but in a wayrdeestin the next chapter.

Box 9: Example of a four-fold table and the usagef@ quantifier

If we go back to Box 7, there we find derived BawieattributeGenetic predisp. (no) A Age (50; 60),
and basic Boolean attribulgpe of therapy (operation). Let us make a four-fold contingency tahle
for those two attributes (Figure 7). It is impottam note that not only “visible” rows (patients)
from Box 7 were included in this table.

Type of therapy = Type of therapy
(operation) (operation)
Genetic predisp. (no) A Age (50; 60) 84 65
7 (Genetic predisp. (no) A Age (50; 60)) 205 187

Figure 7: Four-fold table

Now we have to express the dependency which shwaud both attributes. We use tioeinded
implicationdescribed above. If we substitute numbers fronfaur-fold table, we have
84

84+65
user and they indicate what strength the user wihataules to have. Let us assume that we define

p=0.7 (which means that the condition has to bisfaat by at least 70% of patients) and B=B0
(the condition is true for at least 80 patients).

>p A84 > B. Thep andB have to be defined prior to the generation ofrtiles by the

For the four-fold table in Figure 7, the calculated= 848;25

fulfilled (our defined p = 0.7 is higher than thelailated p = 0.56) and thus the rule is not trug i
the data matrix (this meaning that it is not trio@t (patients between the age of 50 and 60 with no
genetic predispositions have their type of therapgration). The rule would not be a part of the

output, because the output contains only ruleshvliie true in the data matrix.

= 0.56. So the condition is nat

But if we definep=0.5, the condition is satisfied and we can say thet itue in the data matri
that patients between the age of 50 and 60 witheretic predispositions do have their type| of
therapy operation.

A symbolic expression of this rule is
Genetic predisp. (no) A Age (50; 60) = 056,84 Type of therapy (operation)

This rule can be also understood in a way thaktlaee 84 patients in a database who represent
56 % of all patients in the age between 50 and B0 no genetic predisposition, who have their
type of therapy operation.

12



3 Action rules

Action rules express which action should be peréatrio improve the defined state. Action rules were
firstly proposed in [Ras, Wieczorkowska, 2000], miea 3.1 presents this approach. In chapter 32, th
implementation of action rules in the GUHA methadintroduced. The procedure is called Ac4ft-
Miner and it mines for the so-called G-action rules

3.1 Action rules according to [Ras, Wieczorkowska, 2000]

Action rules suggest a change in behaviour thatbcarg us an advantage. They assume two sets of
attributes in the database — stable attributeslarible attributes. Flexible attributes are theibutes
which can be somehow changed by the user (thétisspossible to change the behaviour in reality
and in this way to change the attribute), stabigbates cannot be changed. An example of a stable
attribute in a medical databaseSex; an example of a flexible attributeTgpe of therapy. Furthermore,
there is an attribute called decision which issulteof a rule.

A pattern of an association rule can be expressdodllaws [Ras,2007]:
R: (Aj_:(x)l) O... D(AQz(A)Q) O (Bl, a; — Bl) a... D(Bp, Op — Bp) = (D, ki — kg)

*  Where (A, ..., Ag) are stable attributes

e (wx,...,0x)are values of stable attributes, (A, Ag)

e {By, ..., Bp} are flexible attributes

e {(ay - By), ..., @p - PBp)} are changes of values of flexible attributes{B., Bp }
 Disadecision

* (ki - ky) is a change of decision from o k

Analogously to association rules, support and damite are defined. Assume

* CPL(R)...number of objects matching(...,wq,01,...,0p, ki), i.€. number of objects matching
the state before a change which also match the atatecision before the change

* CPR(R): number of objects matching,..,0o,B1,..., Br ko), i.€. number of objects
matching the state after a change which also nthtchktate of decision after the change

* CVL(R): number of objects matchingy...,wo,01,...,0p), i.€. number of all objects
matching the state before a change

* CVR(R): number of objects matchin@(...,wqo,B1,..., Bp), i.€. number of all objects
matching the state after a change

e LeftSup(R) = CPI;(R), where n is a total number of objects in the datab
¢ RightSup(R) = CRE)

then support is defined as Sup(R) = LeftSup(F%%@,

and confidence is defined as Conf(R)EP:L@ « SPRE)

CVL(R) CVRQR)'

13



An example is provided in Box 10.

Box 10: Example of an action rule

Sex(female) [ Age (50,60) O Type of therapy (diet — medicaments) = Success (no — yes)

Word expression of this example:

If somebody is a woman, her age is between 50 @nah@ the therapy is changed from diet|to
medicaments, the success of a treatment changasufisuccessful to successful.

Stable attributes in this example &ex andAge, flexible attribute isType of therapy and decision
is Success.

Assume

* N=632 There are 632 patients in a database

» CPL(R)=42 Number of objects matchitfigrle, (50; 60), diet, no)

« CPR(R)=74 Number of objects matchifen@le, (50; 60), medicaments, yes)

e CVL(R)=90 Number of objects matchirfgniale, (50; 60), diet)

* CVR(R) =105 Number of objects matchirgnale, (50; 60), medicaments)
then

- Sup(R) = LeftSup(R) =2 = 22 = 0,07

. Conf(R) = CPLR) A CPRR) _ 42 74 _(yan

CVL(R) CVR(R) ~ 90 105

3.2 G- actionrules

G-action rules were inspired by action rules introetl in the previous chapter (3.1).They also assume
stable and flexible attributes. G-action rules therules suggesting an action which are minedgusin
the GUHA method. The procedure that mines for Geactules is called Ac4ft-Miner. The input of
Ac4ft-Miner is similar to the 4ft-Miner: a data miatand a definition of the set of relevant G-antio
rules from which true rules will be selected (seeFigure 8). The simplified definition of the gzt
relevant G-action rules is presented in Box 11.

Figure 8: GUHA procedure Ac4ft-Miner

Definition of the
DATA set of relevant
G-action rules

Generation and
verification of
particular rules

4

All true
G-action rules

Source: [Rauch, Sininek, c2010]
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Box 11: Simplified definition of the set of relevahG-action rules and simplified output of the Ac4ftMiner

Let us assume we are interested in the questionhwttianges of type of therapy influence tlhe
success of a treatment. We will be also intereistéiae sex of the patient and their age.

A simplified definition is as follows:
Find all true G-action rules from the data matroncerning stable attributeé®ex and Age and
flexible attributesType of therapy andSuccess.

Then the output could be as follows:

If somebody is a woman, her age is between 50 &ndn@ the therapy is changed from diet|to
medicaments, the success of a treatment changesufisuccessful to successful.

If somebody is over 60 and the therapy is chang®d bperation to diet, the success of a treatment
changes from successful to unsuccessful.

If somebody is a man and the therapy is changed éiet or medicaments to operation, the sucgess
of a treatment changes from unsuccessful to suttess

G-action rule is the rule in a form

@st A Dcng = yst A V¥chg

* wheregs; is Boolean attribute called stable antecedenarjtecedent stable part),
*  dcyyis called change of antecedent (or antecedenbléegart),

* ys IS Boolean attribute called stable succedensiocedent stable part),

* Wcngis called change of succedent (or succedent fiexiart),

» =*js called Ac4ft-quantifier (the analogy to thea-diuantifier described above).

Both the change of anteced@nt,, and the change of succed&ht,gare changes of coefficient of
Boolean attributes (e.g. froifype of therapy (diet) to Type of therapy (medicaments)). The attributes in
® cng are called independent attributes and the ateit¥ c,gare called dependent attributes. The
action rule expresses what happens with objectsfysag stable conditiong s; andy s when we
change their flexible independent attributes in @y wiven by® cng The initial state ofd cpg is
characterised by Boolean attribute(®cng), the final state is characterised by Booleanibaite
F(®chg. Similarly, the initial state of dependent attri®'¥ crng is characterised by Boolean attribute
|(¥chg), the final state is characterised by Booleanbaite F(¥chg).

The effect is described by two association rules:
Rii @ stAl (@cng =1 W st A 1(Pehg) Re: @ st A F(@cng =F Wy stA F(¥cng)

We can denot@ st A | (Pchg asr, ¥ st A 1(Pcng asyi, ¢ st A F(Peng aser andy st A F(¥eng
asye. The rules are now simplified as follows:

Rii @i =l Re: oF =F yr

The first ruleR, describes the initial state; the second fedescribes the final state induced by the
change of independent flexible attribud®,, The initial relation between antecedeny)(and
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succedenfy,) is described by the 4ft-quantifiet , the final relation between antecedepy) @nd
succedentyr) is described by the 4ft-quantifief.

Both the rules are evaluated using their own fold-table, see Figure 9.

Vi -y VE | yE
0] a by OF & be
Qo |G d “QF | Ce dr

Figure 9: Four-fold tables for R and Rg

The truthfulness of the whole action rees; A @ chg =* Wy st A ¥ chg IS defined by Ac4ft-
F>1I

guantifiers. There are several of them. As an exemye can use Ac4ft-quantifiet>q B B
»P1, P2

which is defined by the condition

ar ap

ar+ br aj+ by

>qnra; =By rnap = Bg, where0<g<1 B; >0 andBgr > 0.

» B, is desired number of objects (rows in data masat)sfying both the initial antecedent and
initial succedent,

» Bpg is desired number of objects satisfying both thalfantecedent and final succedent.

» g is desired percentage difference between thaliramd final state. It says by how many
percentage points the confidence of the final imitdgher in comparison with the initial rule.

If this Ac4ft-quantifier is true in a data matriis effect can be described by two associatiorsrule
Ri: o1 ==p8 Wi Rr: F == pig,B VF

* InR,, the 4ft-quantifiee>- , 5 is defined by the conditioaﬂi—b =para=B8B,

« In R, the 4ft-quantifier== p.q g is defined by the conditioﬁ—b =p+qgra=B8B.

Each Ac4ft-quantifier has two 4ft-quantifiers whidescribe the effect of a rule. There is not a
complete list of Ac4ft-quantifiers as they can beated from various 4ft-quantifiers. Ac4ft-quardrs
are the same as SD4ft-quantifiers which are desdiiio [Kodym, 2007].

The Ac4ft quantifier= is suitable when we have “positive” attribute (dtributes) in

q,B,, B,
succedent. By “positive” it is meant that it is mabkle to increase probability (truthfulness) oisth
attribute. An example of this attribute is theibtite Siccess (yes).

When it is desirable to decrease the probabilita sficcedent (it is “negative”), the Ac4ft quastifi
I>F

= is suitable. It is defined by the condition
q' BllBZ

| - ar Zq/\al ZBI/\aF ZBF, Wher90<q_<],BI>0andBp>0.
aj+ by ag+ bp

An example of a “negative” attribute canwecess (no).
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ISF
q,B1, B,
relationship between antecedent and succedent satisfy either the condition defined by Ac4ft-

- . I>F ISF
or the condition defined by . >
q’Bl'BZ Q:B1,Bz

| define a new Ac4ft quantifier> , which uses either of the quantifiers defined &hovhe

quantifier= F>1 The Ac4ft quantifiee= is thus

q,B, B,
defined by the condition:

a ar

a;+ by ap+ br

>qgna; =B nap = By, where0 < g <1, B; >0 andBgp > 0.

| will use this quantifier in my case study.

Both the generation and verification of action suke automated, the task of a user is only to triker
restrictive conditions in order not to generate aeify all the rules that are possible to be @dah a
data matrix (which would be indeed time and sowmesuming). The input of Ac4ft Miner procedure
is introduced in the next chapter.

Box 12: Example of definition of the set of relevanaction rules and verification of a rule

Firstly, we have to define a set of relevant actigies from which particular rules will be creatgd.
(a simplified example was presented in Box 11hia place the more precise definition is givep).
We define the stable antecedent as a combinatiattrdfutesSex andAge, the flexible antecedent
as Type of therapy and the stable succedent &cess. We do not want to use the flexible

succedent. As Ac4ft-quantifier we want to use F>1 , i.e. that the confidence of the final

q,B1,B;
rule must be higher than the confidence of thalimiile. We want at least 15 patients to satisfy
both the initial antecedent and the initial suceedB, = 15) and at least 15 patients to satisfy bpth
the final antecedent and the final succedept €BL5) and the absolute difference of confiderfce o
the initial and the final rule to be at least 3@cgatage points (q = 0.3).

An output of such a definition can consist of saVerction rules. One of the rules can be|as
follows:

Sex (female) [ Age (50; 60) 1 Type of therapy (diet — medicaments) =>0.386,17,25 Success (yes)

The stable antecedent of this rule is the expresSiex (female) [0 Age (50; 60), the flexible
antecedent (independent attribute) is the Booldibbate Type of therapy, which is changed fron;
the initial stateType of therapy (diet) to the final statelype of therapy (medicaments). The stable
succedent isSuccess (yes), and the succedent flexible part is missing in #xample. The twa
association rules which describe the effect obactule are as follows:

R,: Sex (female) [ Age (50; 60) [I Type of therapy (diet) ==, 0.607,17 Success (yes)
Re. Sex (female) [ Age (50; 60) [ Type of therapy (medicaments) ==, 0.893,25 Success (yes)

Continues on the next page
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Continuation from the previous page

These rules were obtained from four-fold tableRp(see Figure 10) and from four-fold table for

R (Figure 11). The tables are built in the same a&in Figure 7.

Success (yes) = Success (yes)
Sex (female) (I Age (50; 60) CI Type of therapy (diet) 17 11
1 (Sex (female) C Age (50; 60) C Type of therapy (diet)) 205 398
Figure 10: Four-fold table for R,
Success (yes) = Success (yes)
Sex (female) 0 Age (50; 60) O Type of
: 25 3
therapy (medicaments)
7 (Sex (female) C Agg (50; 60) L Type of 267 382
therapy (medicaments))

Figure 11: Four-fold table for Rg

In case of the rule R, the condition is

25 17

25+3 17+11
In case ofR;, the 4ft-quantifier=- , s created from the four-fold tablerigure 10 is
17
=p = 0.607.

17+11

In case oR, it is—— = p+q = 0.893 and thus g = 0.893 — 0.607 = 0.386.

>03117 215125 = 15.

As we can see, the action rule R meets all theitiond set and is thus true in a d3
matrix and thus appears in the output of the AMifier procedure. The meaning of tl
whole rule R can be expressed as follows:

If the therapy is changed from diet to medicamant®ng the female patients between the ag
50 and 60, the probability of a successful treatmmeneases by 38.6 percentage points.

ita
ne

e of
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4 Input and output in Ac4ft-Miner

In this chapter | summarise asthborat the information from previous chapters concernhmgihput
and output in Ac4ft-Miner. Itis a prerequisite for understanding of tfrmulation of analytica
questions in the next chapt&his chapter is based on [Rau2005].

4.1 Input
The input consists of followingarts:

» Data matrix
* Entering a set of relevant rules which should beegated and verifie (seeFigure 12)
1. Enterirg a set of rele\nt antecedents
a.Antecedent stable pi
b.Antecedent variable pi
2. Enterirg a set of relevant succede
a.Succedent stable p
b.Succedent variable p
3. Entering a set of relevant conditi
4. Entering anAc4ft-quantifier

......

BASIC PARAMETERS

Mame: Test1

Comment: -

Group of tasks: Default group of tasks
Data matrix: Adamek_2

Owner: Powerllser

ANTECEDENT STABLE PART I QUANTIEIERS SUCCEDENT STABLE PART |
~ Type Rel Value Units Succedent 0-99 .

BASE Before >= 1.00 Abs. -
BASE After >=  1.00 Abs.

1a 4 2a

Totallength:  0-99 T Totallength: 0-99

(1) ANTECEDENT VARIABLE PART CONDITION (2) SUCCEDENT VARIABLE PART
- Condition 0-99 . P

1b 3 2b

Totallength: 0-99 Total length:  0- 399 Totallength: 0-99

Task patamelers

Sets overlapping  Sets must differ in all rows [i.e. not overlapping sets)

cmi ] [ |
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4.1.1 Data matrix
As a data matrix, any relational database can taehatd to the LISpMiner via the ODBC interface.

An example of such a database system is Microsafess.

4.1.2 Entering a set of relevant rules

4.1.2.1 Entering a set of relevant antecedents, succedents and conditions
Antecedent, succedent and condition are catledents The cedents can be divided irpartial

cedents The partial cedent is a conjunction or disjunctaf literals. The literal is a basic Boolean
attribute (i.e. positive literal) or a negationbafsic Boolean attributes (i.e. negative literal).

Conditionenables us to set additional restrictions whicargwolumn of a data matrix (each object)
must fulfil. It means that only the object which tefaes the condition is allowed to appear in a four-
fold table of antecedent and succedent. For exartipdeconditiorSex (male) restricts the data matrix
only to men; all objects having in colurSex other values thamale are ignored.

Definition of the relevant set of literals

For each attribute, we should specify which sditefals will be created. This definition is deténed
by:
1. Minimal and maximal length of a literal.
2. The type of coefficient — subsets, intervals, @allintervals, left cuts, right cuts, cuts, one
particular value
3. One from the following options:
0 Generate only positive literals — no literals witggation are created
o0 Generate only negative literals — only literalshwiegation are created
0 Generate both positive and negative literals

1. The length of a literalis defined as the number of categories that aemlihas (for exampl@ype
of therapy (diet, medicals) is a literal of the length 2).

2.Types of coefficients

Subsets Creation of all possible combinations of categowéthe defined length (the order does not
matter)

Example: Create literals of the attribUe of therapy with its categoriesdet, medicaments, operation,
none} with minimal length 1 and maximal length 2:

Type of therapy (diet), Type of therapy (medicaments), Type of therapy (operation), Type of therapy (none), Type
of therapy (diet, medicaments), Type of therapy (diet, operation), Type of therapy (diet, none), Type of therapy
(medicaments, operation), Type of therapy (medicaments, none), Type of therapy (operation, none).

Intervals. In this case, sequences of the defined lengthraste.

Example: Create literals of the attribukge with its categorieg(20; 30), (30; 40), (40; 50), (50; 60),
(60; 70)} with minimal length 2 and maximal length 3.

Age [(20; 30), (30; 40)], Age [(30; 40), (40; 50)], Age [(40; 50), (50; 60)], Age [(50; 60), (60; 70)],
Age [(20; 30), (30; 40), (40; 50)], Age [(30; 40), (40; 50), (50; 60)], Age [(40; 50), (50; 60), (60; 70)].

Note:We can simplify the expressidwge [(40; 50), (50; 60), (60; 70)] to Age (40; 70)
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Cyclical intervals. Sequences of the defined length are created, cgdegermitted.

Example: Create literals of the attribuday with its categories sun, mo, tue, we, thu, fri, sat} with
minimal length 3 and maximal length 4.

Day (sun, mo, tue), Day (mo, tue, we), Day (tue, we, thu), Day (we, thu, fri), Day (thu, fri, sat), Day (fri, sat, sun),
Day (sat, sun, mo),

Day (sun, mo, tue, we), Day (mo, tue, we, thu), Day (tue, we, thu, fri), Day (we, thu, fri, sat), Day (thu, fri, sat,
sun), Day (fri, sat, sun, mo), day (sat, sun, mo, tue).

Left cuts. Sequences containing only the first category agated.

Example: Create literals of the attributge with its categorieg(20; 30), (30; 40), (40; 50), (50; 60),
(60; 70)} with maximal length 4 (minimal length is by defa).

Age (20; 30), Age [(20; 30), (30; 40)], Age [{¢20; 30), (30; 40), (40; 50)],

Age [(20; 30), (30; 40), (40; 50), (50; 60)].

Right cuts. Sequences containing only the last category asdante

Example: Create literals of the attributge with its categorieg(20; 30), (30; 40), (40; 50), (50; 60),
(60; 70)} with maximal length 4 (minimal length is by defa).

Age (60; 70), Age [(60; 70), (50; 60)], Age [(60; 70), (50; 60), (40; 50)],

Age [(60; 70), (50; 60), (40; 50), (30; 40)].

Cuts. Generation of both left cuts and right cuts.

One particular value. Only one literal with a particular category will bsed.

Example: Create literal of the attribufgpe of therapy with its category {iet, medicaments, operation,
none} containing onlyoperation.

Type of therapy (operation).

4.1.2.2 Entering an Ac4ft-quantifier
There are various options how to enter an Ac4fttifiar. In my case study | will only use the
following quantifiers:

» BASE Before — number of objects satisfying botreaatient and succedent in the initial rule
* BASE After — number of objects satisfying both aetent and succedent in the final rule
* Founded Implication — Difference of quantifier viedu— this quantifier is characterised by the

relationship| . | > g, where q is the difference of the values of quaanti

aj+ by ap+ br

(see chapter 3.2)
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4.2 Output

The output of the Ac4ft-Miner consists of a seppafe action rules. The rule is prime if it is trime
the analysed data and does not follow from otherensimple action rules. See Box 13 for an
example.

Box 13: Prime action rule

The rule

Sex (female) [J Age [(40; 50), (50; 60)] O Type of therapy (diet — medicaments) =>0.386,17,25 Success (yes)
is not prime because it follows from the rule

Sex (female) 00 Age (50; 60) O Type of therapy (diet — medicaments) =0 .386,17,25 Success (yes).

Note that the attribute in the first rubge [(40; 50), (50; 60)] encompasses more objects (patients)
than the attributége (50; 60) in the second rule. Our goal is to obtain as $igeend detailed rules
as possible and thus the first rule is omittech @utput because it is more general than the defon
rule.

In Figure 13, we can see a window with the outpurinfone particular task solved by the Ac4ft-Miner.
8 action rules were found (the action rules arellad as “hypotheses”). We can get a more detailed
information about each rule in a separate windowluiding four-fold tables for the initial and final
state and their representation in the form of ciagy.

Figure 13: Output in Ac4ft-Miner

@ LM Adamek.LMMB.mdb MB - LISp-Miner Actiondft-Result module

Datasource Task description Hypotheses Help

& 1

Tazk: Test 3 - Actiondft-Task (% Show all hwpatheses
Comment: - (55! unnthess

Group of tasks: Default group of tasks
Drata matri=: Adamek,Treting
i~ Tazk run
Start: 3102009 16:35:19  Totaltime: Ok Om 25
Murnber of verfications: 23760
Mumber of hypotheses: 8 Add group Lz |

Actual group of hypotheses: Al hypothesis
Humber of hypotheszes in the group:. 8 Mumber of actually shown hypotheses: 8

-

1.000 Ul Hao alfrr
20 1.000 0500 Rodlrozvedeni] & Psychatimima, stredni) :
30 0917 0519 Rodirozvedeni]: [Kouwenilkurak) > Koureninekurak)) ==+ Choll[5:5.55 . [6:6.55]

30 0917 0519 Rodiiozvedeny] : [Kowenikurak] <> Koureni(nekurak, prilegitostng kurak)] === Chol([5.5.55 . [6:6.55)

0917 0519 Rodfrozvedeny) : [Koureni(kurak. prilezitostng kurak) > Kourenilnekurak)] === Chol([5:5.55 . [6:6.55)

30 0917 0519 Rodirozvedeny]: (Kouwenilkurak, prilegitostng kurak] = Koureniinekurak, prilezitostng kurak)] === Chol[[5:5.55 . [6:6.55]
44 0917 0441 Rodirozvedeny] : [Kowenikurdk) > Kourenifeskurak, nekufak)] =++ Chol([5:5.5 . (6:6.52)

44 0917 0441 Rodirozvedeny]: (Kourenilkurak, prilefitostng kurak] > Kourenilsskurak, nekufak]] === Chol([5:5.55. [E:6.53]

urakl) =«
[Koureni(kurak, prilezitostng kurak] <> Kourenilexkurak, nekurak])

vor Choll[55.55...[6:6.55)

00~ O LT L T
B = AL BTN o
o5}
=

Detail | GotolD | B | e Filker J Sorting Dutput ‘

Ready
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5 Case study

In this chapter, | will present some of the exaragd@ased on the real data set ADAMEK. This set
comprises the data from the cardiological patievd; have records regarding 1395 patients at our
disposal. There are 37 columns which corresponithéoproperties of patients. On the basis of the
columns, attributes are defined. The descriptiothefdata set is in Appendix 1.

5.1 Methodology

The goal is to find interesting patterns in theadagtrix. | assume that an interesting pattern must
include one or more risk factors of atherosclerosis

5.1.1 Risk factors of atherosclerosis
According to [Euromise, c2010a], there are theofglhg risk factors of atherosclerosis:
» Arterial hypertension — blood pressure over 140/0 Hg
» Hypercholesterolemy — cholesterol over 5 mmol/l
» HDL cholesterol — less than 1.1 mmol/l (men), g8 1.3 mmol/l (women)
* LDL cholesterol — over 3 mmol/l
» Hypertriglyceridemy — triglycerides over 2 mmol/l
» Smoking
* Overweight — BMI over 25
* Waistline — over 94 cm with men and over 80 cm wittimen
* Glycemy — over 6 mmol/l
» Diabetes mellitus
* Positive family case history

[Euromise, c2010b] adds following items:
+ Sex-—male
* Age over 45 for the male and 55 for the female
* The lack of physical activity

| assume that sex, age, positive family case histannot be flexible attributes, other attributas be
considered either as a stable or as a flexibliaté.

5.1.2 Analytical questions
I will only study analytical questions in the foong form:

Note: Texin greenindicates an antecedent stable part, exted indicates an antecedent variable
part and texin blueindicates a succedent stable part.

Box 14: “Intuitive formulation”

For whichproperties of patients (group dges the change other properties (group 2ause a
change in the incidence ofher properties (group )

| call this form of formulation “intuitive formula&n”.
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This formulation is then transformed into the fommich | call “more formal formulation”. This is in
the following form:

Box 15: “More formal formulation”

For whichcombinations of properties from grouaes the relative frequency edmbinations of
properties from group 8hange by at least q by changihg combinations of properties from groyp
2.

In the formulation of analytical questions, the fabination of properties” is expressed in the
following form: Property 1 and/or ... and/or Propem.

The expression “and/or” reflects the fact that f@perties do not need to be present in the rulej i
does not express conjunction or disjunction

Finally, there is the “formal definition” formuladeas an input into the Ac4ft-Miner procedure:

Box 16: “Formal definition”

The formal definition consists of the definition tot antecedent stable part (group, ihe
antecedent variable part (group,2he succedent stable part (group(8)e succedent variable par
is not employed), and the definition of quantifierthe quantifier Founded implicatio
ISF
q,B;, Br

-7~

= which is defined as

ar ar
- L > > > <
ath bl =90W > By Anar = Bp, where0 < g <1,B; >0 andBg > 0.

For details and examples of a definition of theuinip the Ac4ft-Miner, see chapter 4.1.2.

5.1.3 Default settings
There are some default settings which are the sfmmeeach analytical question unless stated
differently:

» Cedents are conjunctions of literals

* Minimal length of intervals and subsets is 1
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5.2 Analytical questions

In this section, examples of using the Ac4ft Mipeocedure are presented. In each example, at first
the analytical question is stated. Then, the igauaimeters of a stable and flexible antecedentaand
stable and flexible succedent in the form of ta@dewell as quantifier are presented. The output
consists of a number of hypotheses (i.e. rule)dpa number of verifications and the time needed t
solve the task at PC with 2 GHz and 895 MB RAMatiplicable, some of the founded rules are
presented together with their initial and finaltstaAt the end, there is an interpretation of eadé

and a comment. The textitalics specifies the formal input of a rule.

As mentioned above, the description of attributes groups of attributes is to be found in Appendix
1.

There are five analytical questions:

Analytical question | Main idea

1 Too strict formal definition

2 A detailed demonstration of the rule founded selécted

3 Use of condition, all the rules presented in itletarious ways of presenting
rules

4 Loose definition but no rules found

5 Loose definition, many insignificant rules founkbng duration of the
procedure
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ANALYTICAL QUESTION 1

Intuitive formulation

For whichpersonal measuremerdees a change eftivitiescause a change in the incidenceisi
factor®

More formal formulation

For whichcombinations of BMI and/or Waist circumference anddip circumferenceloes the
relative frequency oflyperlipoproteinemy and/or Diabetes melliargd/or Hypertension and/or
Positive family case historghange by at least 0.4 by changitgysical activity at work and/or
Physical activityand the number of objects satisfying both initiatecedent and initial succedent is at leas
40 and the number of objects satisfying both fardecedent and final succedent is at least 40)

INPUT

Antecedent Succedent

BMI (int. per 1, int. max length 6) Hyperlipoproteinemysubset max length 1)
Waist(int. per 5 cm, int. max length 3)| Diabetes mellitugsubset max length 1)

Stable part | = . ;
Hip (int. per 5¢cm, int. max length 3) Hypertensior(subset max length 1)

Positive family case historgubset max length 1)

Physical activity at worksubset max
Variable part| length 1)
Physical activityint. max length 2)

Quantifier | = '3F Y _ Y| >044a 240 Aap > 40
q, By, Br a; + b[ ar + bF o o o
OUTPUT
Number of hypotheses (rules) found: 0 Number of verifications: 18,951,486

Duration at PC with 2 GHz and 895 MB RAM | Oh 34m 45s

Interpretation

There are no combinations of BMI and/or Waist ainéerence and/or Hip circumference for which
the relative frequency of Hyperlipoproteinemy amddabetes mellituand/or Hypertension and/or
Positive family case history change by at least§.4hanging Physical activity at work and/or
Physical activity.

COMMENT

Both the absolute difference of the quantifier ealuB, and also Bwere defined relatively high. Thi
may be due to not finding any rules. It is possibléy to lower g, Band B and see if it brings any
results (see Analytical question 2).

1°2)
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ANALYTICAL QUESTION 2

Intuitive formulation

For whichpersonal measuremerdauses a change aftivitiesa change in the incidence rigk
factor®

More formal formulation

For whichcombinations of BMI and/or Waist circumference anddip circumferenceloes the
relative frequencyf Hyperlipoproteinemy and/or Diabetes melliarsd/or Hypertension and/or
Positive family case historghange by at least 0.3 by changitgysical activity at work and/or
Physical activityand the number of objects satisfying both iniiatecedent and initial succedent is at least
and the number of objects satisfying both finakaatlent and final succedent is at least 30)

INPUT

Antecedent Succedent
BMI (int. per 1, int. max length 6) Hyperlipoproteinemysubset max length 1)
Waist(int. per 5 cm, int. max length 3) | Diabetes mellitugsubset max length 1)
Stable part | = . ;
Hip (int. per 5¢cm, int. max length 3) Hypertensior(subset max length 1)
Positive family case historgubset max length 1)
: Physical activity at worksubset max
Variable y Y ©
length 1)
part . o
Physical activityint. max length 2)
- ISF aj ar
= - =>031ra; 230 nar =30
Quantifier q, By, Br a; + bl ar + bF ! d
OUTPUT

Number of hypotheses (rules) found: 80 Number of verifications] 46,648,080

Duration at PC with 2 GHz and 895 MB RAM: 1h 214s5

One of the founded rules:

Waist (70; 85) [1Hip (95; 110) O Physical activity at work (low — unemployed) (I Physical activity (low, medium
— none, low) =>0.302,43,31 Hypertension (no)

Initial rule

Waist (70; 85) C Hip (95; 110) C Physical activity at work (low) C Physical activity (low, medium) =035 43
Hypertension (no)

Hypertension (no) 7 Hypertension (no)
Waist (70; 85) CIHip (95; 110) I Physical activity at work 43 3
(low) O Physical activity (low, medium)
= (Waist (70; 85) [1Hip (95; 110) [ Physical activity at work 908 441
(low) O Physical activity (low, medium))

27

30



Confidence =% = -3 — 0935
a+ 4343

Interpretation of initial rule

There are 43 patients with waist circumference betw70 and 85 centimetres, hip circumference
between 95 and 110 centimetres, with low physictiigy at work and low or medium physical
activity, who represent 93.5 % of all patients witaist circumference between 70 and 85 centimefres,
Hip circumference between 95 and 110 centimetréh,law physical activity at work and low or
medium physical activity, who do not have hyperiems

Final rule

Waist (70; 85) [ Hip (95; 110) L Physical activity at work (unemployed) C Physical activity (none, low) =>0.633,31
Hypertension (no)

Hypertension (no) 7 Hypertension (no)
Waist (70; 85) OO Hip (95; 110) O Physical activity at work 31 18
(unemployed) O Physical activity (none, low)
7 (Waist (70; 85) O Hip (95; 110) O Physical activity at work 920 426
(unemployed) O Physical activity (none, low))

Confidence =——% = —3L_ — 0633

a+b  31+18

Interpretation of final rule

There are 31 patients with waist circumference betw70 and 85 centimetres, hip circumference
between 95 and 110 centimetres, unemployed, witle 0o low physical activity, who represent 63.
% of all patients with waist circumference betw&@rand 85 centimetres, hip circumference betwden
95 and 110 centimetres, unemployed, with nonewrgysical activity, who do not have
hypertension.

W

Interpretation of the whole action rule

If the physical activity at work is changed frommido unemployed and physical activity from low of
medium to none or medium among the patients witistveercumference between 70 and 85
centimetres and hip circumference between 95 aficcédtimetres, the incidence of patients not
having hypertension decreases by 30.2 percentagespo

COMMENT

There were 80 rules found, one of which was preskimt detail.
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ANALYTICAL QUESTION 3

Intuitive formulation

For whichpersonal measuremerdauses a change aftivitiesa change in the incidence gk
factors ?

More formal formulation

In case of Sfor whichcombinations of BMI and/or Waist circumference anddip
circumferencedoes the relative frequency ldf/perlipoproteinemy and/or Hypertensicinange by at
least 0.3 by changinghysical activity at work and/or Physical activiand the number of objects
satisfying both initial antecedent and initial sedent is at least 30 and the number of objectsfyatg both
final antecedent and final succedent is at lea3t 30

INPUT
Antecedent Succedent
BMI (int. per 1, int. max length 6) Hyperlipoproteinemysubset max
Stable part | Waist(int. per 5 cm, int. max length 3) length 1)

Hip (int. per 5cm, int. max length 3) Hypertensior(subset max length 1)

Variable | Physical activity at worksubset max length 1)

part Physical activity(int. max length 2)
Condition (one category-(male))
Quantifier = [5F “ o >0310a; =30 Aap =30
q,B;, Br a + b[ ar + bF
OUTPUT

o

Number of hypotheses (rules) found: 6 Number of verifications] 598,064

Duration at PC with 2 GHz and 895 MB RAM: Oh 1ns14

Note: In this analytical question, different appobas of presenting founded rules are introduced.
the rules founded are presented. The text indicates the condition.

ACTION RULE 1

BMI (20; 26) & Hip (90; 105)S
Physical activity at work (low) &Physical activity (low, medium) === Py ica| activity (none)
Hyperlipoproteinemy (no) 86.8% > 1. e rlinoproteinemy (no) 54.4%

Interpretation of the action rule

In case of male patients with BMI between 20 an@r2® with hip circumference between 90 cm ar
105 cm,IF we change low physical activity at work and lownzedium physical activitf O none
physical activity, probability of not having hypproteinemy decreaseROM 86.8 %TO 54.4 %.

d
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ACTION RULE 2

BMI (23; 28) [ Hip (75; 90) C Physical activity (medium — none) =>0.311,30,30 Hyperlipoproteinemy (no)

Interpretation of the action rule

In case of male patients with BMI between 23 an@2@ with hip circumference between 75 cm ar
90 cm,IF we change physical activigROM mediumTO none, the incidence of not having
hyperlipoproteinemy decreasB¥ 31.1 percentage points.

d

Initial rule

BMI (23; 28) L Hip (75; 90) L Physical activity (medium ) =0.811,30,30 Hyperlipoproteinemy (no) / Sex (male)

Hyperlipoproteinemy NOT
(no) Hyperlipoproteinemy (no)

BMI (23; 28) O Hip (75; 90) I Physical activity (medium ) 30 7

NOT

305 241
[ BMI (23; 28) OO Hip (75; 90) O Physical activity (medium) ]

Interpretation of initial rule

There are 30 male patients with BMI between 2328 chip circumference between 75 and 90
centimetres with medium physical activity, who eg@nt 81.1 % of all male patients with BMI
between 23 and 28, hip circumference between 7®ar@ntimetres with medium physical activity
who do not have hypertension.

Final rule

BMI (23; 28) L Hip (75; 90) L Physical activity (none ) =0.500, 30 Hyperlipoproteinemy (no) / Sex (male)

NOT

Hyperlipoproteinemy (no) Hyperlipoproteinemy (no)

BMI (23; 28) T Hip (75; 90) O Physical activity (none) 30 30

NOT

305 218
[ BMI (23; 28) O Hip (75; 90) O Physical activity (none)]

Interpretation of final rule

There are 30 male patients with BMI between 2328)chip circumference between 75 and 90

centimetres with none physical activity, who repress0 % of all male patients with BMI between 2

and 28, hip circumference between 75 and 90 cetrasievith none physical activity, who do not hg
hypertension.

3
ve
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ACTION RULE 3

BMI (22; 28) [ Hip (75; 90) C Physical activity (medium — none) =>0.300,32,32 Hyperlipoproteinemy (no)

Interpretation of the action rule:

In case of male patients with BMI between 22 an@28 with hip circumference between 75 cm ar
90 cm,IF we change physical activigROM mediumTO none, the incidence of not having

hyperlipoproteinemy decreasB¥ 30 percentage points.

ACTION RULE 4

IN PATIENTS WITH
Antecedent stable part BMI (20; 26) & Hip (90; 105)
WHO ARE
Condition Sex (male)
IF WE CHANGE
Ant. variable part - from Physical activity (none)
Proposed change @ TO @
Ant .variable part - to Physical activity at work (low) & Physical activity (low, medium)
FOLLOWING
PROPERTY
Succedent stable part Hyperlipoproteinemy (no)
WILL INCREASE IN ITS
INCIDENCE BY
Difference of quantifier 0.324
values
MULTIPLE 100

PERCENTAGE POINTS
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ACTION RULE 5

BMI (23; 28) [ Hip (75; 90) L Physical activity (none — medium ) =0.311,30,30 Hyperlipoproteinemy (no)

Interpretation of the action rule:

In case of male patients with BMI between 23 an@2@ with hip circumference between 75 cm ar
90 cm,IF we change physical activigROM noneTO medium, the incidence of not having
hyperlipoproteinemy increas&¥ 31.1 percentage points.

ACTION RULE 6

BMI (22; 28) [ Hip (75; 90) L Physical activity (none — medium ) =>0.300,32,32 Hyperlipoproteinemy (no)

Interpretation of the action rule:

In case of male patients with BMI between 22 an@@ with hip circumference between 75 cm ar
90 cm,IF we change physical activigROM noneTO medium, the incidence of not having

hyperlipoproteinemy increas8¥ 30 percentage points.

COMMENT

In this analytical question, the condition was ugedly the columns containing the attrib&gx
(male) were included in the four-fold tables.

The “opposite” rules were founded. Rules 1 an? dnd 5; 3 and 6 are “opposite”. One rule from the
pair suggests an action from the state X to the 3tavhile the succedent decreases in its incidence

the other rule from the pair suggests an actiomfitoe state Y to the state X while the succedent
increases in its incidence. Both antecedent anckslent of the “opposite” rules are the same.
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ANALYTICAL QUESTION 4

Intuitive formulation

For whichage groups and/or which sex and/or which weigipadientsdoes a change &M cause
thecholesteroto change?

More formal formulation

Forwhich combinations of Age and/or Sex and/or Wedges the relative frequency Gholesterol
change by at least 0.2 by changiig| (and the number of objects satisfying both initiatecedent and
initial succedent is at least 10 and the numbestyécts satisfying both final antecedent and fswadcedent is af
least 10)

INPUT

Antecedent Succedent

Age (int. per 5 years, int. max length 4) Total cholesterafint. per 0.5, int. max
Stable part | Sex(subset max length 1) length 3)
Weight(int. per 5kg, int. max length 4)

Variable part| BMI (int. per 1, int. max length 6)

Quantifier | = '>F Y _ Y | 50244 210 rap =10
q, By, Br a; + b[ ar + bF o o o
OUTPUT
Number of hypotheses (rules) found: 0 Number of verifications: 0

Duration at PC with 2 GHz and 895 MB RAM | 7h 33m 3s

Interpretation

There are no combinations of Age and/or Sex antkeight for which the relative frequency of
Cholesterol changes at least by 0.2 as a consegjoécbanging BMI.

COMMENT

Although the g, Band B were defined relatively low, there were no rulesrfd. The process of
finding rules was relatively long due to many catégs of attributes (BMI has 18 categories, Age
categories, Weight 12 categories, Cholesterol 8graies) and also due to the maximum length of
intervals of each attribute. There were, thereforany possible combinations which have to be
created and checked.

33

1



ANALYTICAL QUESTION 5

Intuitive formulation

For whichrisk factorsdoes a change irholesteroktause a change in the incidenceaiplaint®

More formal formulation

For whichcombinations of Hyperlipoproteinemy and/or Diabetedlitus and/or Hypertension and/a
Positive family case historgoes the relative frequency Bfeathlessness and/or Claudication and/q
Palpitationchange by at least 0.2 by changirmal cholesterol and/or HDL cholesterol and/or LDL
cholesterol and/or Triacylglycerofand the number of objects satisfying both initiatecedent and initial
succedent is at least 10 and the number of obgatisfying both final antecedent and final succedeat least
10).

INPUT
Antecedent Succedent
Hyperlipoproteinemyone category-(yes)) Breathlessneqene category-(due to
Diabetes mellitugone category-( yes)) the activity))
Stable part | HyPertensior(one category-( yes)) iIi;ecftali;[/f;I)?ssnes(sne category-(while

Positive family case histoitgne category-( yes) o
Claudication(one category-(yes))

Palpitation(one category-(yes))

Total cholesterafint. per 0.5, int. max length 2)
Variable | HDL cholestero(int. per 0.5, int. max length 2)

part LDL cholesterokint. per 0.5, int. max length 2)
Triacylglycerols(int. per 0.5, int. max length 2)

= =

ISF a ar

— >021ra; 210 Aar =210
q'BI'BF a1+ b[ Clp+ bF - A I= A F=

Quantifier =

OUTPUT

o

Number of hypotheses (rules) found: 437 Number of verifications] 742,569,534

Duration at PC with 2 GHz and 895 MB RAM: 22h 56f@rs  Interrupted

Interpretation:

There were 437 rules found. They are, howeveryeant significant — the highest confidence of iditi
rule is only 0.318.

COMMENT

In the input of the antecedent stable part andesiertt stable part, in the definition of literale th
option “one category” was used. This is becausevam to find rules containing risk factors and
complaints (we do not want to find rules containifag examplePalpitation (no)). The generation and
verification was interrupted after nearly 23 hodrsis example shows that by defining the gail B
too low, we can obtain insignificant rules (theg tnue for very low number of patients), and ibals
demonstrates that the run of the Ac4ft-Miner ispeng in this case.
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6 Methodology of use of the Ac4ft-Miner for doctors

This chapter summarises the experience with theloyment of the Ac4ft-Miner and proposes the
methodology of use. Note that no precise methogotmyld be created due to the large number of
options that Ac4ft-Miner offers. Thus, the followjiparagraphs present mere recommendations for the
use of the tool which could help in the furthereash.

1. Follow the CRISP-DM Methodology — set the aim o tiDD project and the data mining
tasks precisely because, as my experience hasdyrthie is crucial for the formulating of
analytical questions

2. Group the attributes — it is useful to arrangedtigbutes into groups and work with them in
the form of a group while formulating analytical egions (examples of the groups of
attributes can be found in Appendix 1)

3. Pay attention to the formulating of analytical dimss — it has proved wrong to formulate
analytical questions too specific because it ugualids to no results (as shown in analytical
question 4), and, therefore, the use of the graafpsittributes is more appropriate. By
formulating the analytical questions on a more ganéevel, the probability of getting
unexpected and interesting results is higher.

4. However, consider the balance between the generald the specificity — it is not good to
formulate the analytical question oo general terms. This often leads to finding molesu
these are however insignificant and the generati@hverification take a long time (as shown
in analytical question 5).

The methodology also depends on the nature ofdteeused as the input.
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Conclusions

The Ac4ft-Miner is a data mining tool that enaltiesnine for rules suggesting an action. It is & par

the whole KDD process which | presented with thip loé CRISP-DM methodology. Its first phase is
the business understanding, where in particular pitiecipal aim of the KDD project from the
managerial point of view is specified. The secohdse, the data understanding, serves as the first
insight into the available data. In the third phabe data preparation, the data relevant to tha da
mining task is selected and adjusted to the reouéirgs of the employed data mining tools. In the
fourth phase, the modelling, the data mining t@oks used, and in the fifth phase, the evaluatiom, t
results are compared to the business goals sdteirfinst phase. If they are not sufficient, it is
imperative to return to the previous phases. Thisiility represents one of the main featuresef t
CRISP-DM methodology and can be applied in alplases. In the last phase, the deployment, the
results are applied to the practical management.

For the representation of the data, the Ac4ft-mirses Boolean attributes. They are created from the
database columns. For each Boolean attribute,pbssible to determine whether it is true or naot fo
each particular object (row) in the database. Grteeoconcepts incorporated into the Ac4ft-Miner is
association rules. The “classical” association gutgroduced by [Agrawall et al., 1993] are in the
form: antecedent implies consequent. The enhanssdcition rules which are generated by the
GUHA method are more general. They enable to definee types of relationships. These rules are
then used to form G-action rules. G-action rulesewiaspired by action rules introduced by [Ras,
Wieczorkowska, 2000], but again they are more gené&urthermore, they suggest an action that
brings an advantage. They define flexible attributevhich can be modified by the change of
behaviour, and stable attributes, which cannot lenged. G-action rule can be expressed by two
association rules — one for the initial state (befthe change) and one for the final state (after t
change).

There are various options of defining a set ofuaté rules in the Ac4ft-Miner. The output consists
all the rules which are true in a data matrix arnictv are prime. In the case study, | apply the Ac4f
Miner on the real medical data set ADAMEK, whichnsists of records regarding cardiological
patients. The goal of my case study was to findregting patterns related to atherosclerosis.umnass
that an interesting pattern must contain one ofiglefactors of atherosclerosis. | define a tHmes
formulation of analytical questions: “intuitive foulation”, which is most likely understandable to
non-experts in the data mining; “more formal foratidn”, which contains some of the aspects related
to the data mining task; and “formal definition"hieh equals the input in the Ac4ft-Miner. | restric
ISF
q, By, Br
find such action rules whose initial rule has ifidence higher or lower than the final rule by at
least g and number of objects satisfying bothahaintecedent and initial succedent is at leasing
number of objects satisfying both final antecedsmt final succedent is at least B

my research only to the use of the quantifieunded implication> .This implies that | try to

Using the examples of analytical questions, | destrate the high variability of the defining input i
the Ac4ft-Miner and basic principles of the procedulhe task solving lasts from a few minutes to
several hours depending on the parameters of thé.isome of the rules founded are presented in
detail to show how the action rules have been ededhe rules are interpreted in a way which iy eas
to understand. The methodology of use for doctens ithe form of advices for the use of the tool
which should help in the further research thatdeded. This is because of the high complexity ef th
procedure, which does not allow formulating geneaiclusions usable in the methodology.
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The principal aims of this thesis were to:

1. provide an overview of the Ac4ft-Miner procedure

2. present examples of the use of the Ac4ft-Miner edoce on the real medical data set
ADAMEK

3. convey the experience obtained

4. create a methodology of use of the Ac4ft-Minerdoctors

The aim 1 has been achieved as demonstrated ittectiBpwhere the theoretical background of the
procedure is presented; moreover, in chapter 4revkige input and output of the procedure is
introduced. The aim 2 has been achieved as obvious chapter 5, where examples of analytical
guestions and their visualisation are presented. ditm 3 has been achieved as shown in chapter 6.
The aim 4 has been achieved partly as may be sagrapter 6 — this is due to the high complexity of
the procedure.

The output of this thesis is a coherent text wathof examples separated from the continuous sext;
the reader familiar with a particular topic canpsitie examples and proceed to the next issue.dfurth
result of this thesis is an outline of the graphipeesentation of analytical questions. Both the
examples and the graphical presentation will bel dggher in the SEWEBAR project of which this
thesis is one part.

The thesis can be further elaborated in particblamgiving precision to the methodology of use.
Moreover, it is imperative to accomplish more tagksle using different types of data employed as
the input. This would provide an appropriate prarsite for creating more sophisticated
methodology.
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Appendix 1 - Description of the data set ADAMEK

This data description is adopted from [Rauch e28l09]. The data is of a Czech origin. Data was
collected in two cardiological ambulancies of Eursarin Prague andaslav. The data set represents
records regarding 1395 patients. From 37 columnbeotiata set, attributes have been created (see th
table below). They were arranged into groups toenthk formulation of analytical questions easier. |
is important to note that other groups for a patéicdata mining task can be created as well.

There are three types of attributes:
* N - nominal— categories are presented in the table, the ofd=tegories does not matter
O - ordinal - categories are presented in the table, the @deportant
R -rational — from the data in the database, intervals ofousriength can be created and
these are used in a data matrix

Group Attribute
No. | Abb. | Name No. | Name Name of Type | categories
columnin
database
0SB 1 Age Vek R
1 3) Personaldata | 2 Sex Pohl N woman / man

3 Ambulance M N Céslav / Praha

4 Marital status Rod N d|_v orced / smglej
widow(er)/ married

5 Lives alone Sam N yes / no

, primary / secondary /
9 SCA | Social 6 Education Vzd 0 university
(5) | anamnesis 7 Mental strain PsychZat 0 Eic;nhellow/medlum/
Non-smoker/

8 Smoking Koureni N | exsmoker/ occassional
smoker / smoker
unemployed / none/ low

AKT - 9 Workload FyzZat N I'me di%my/ high
3 (2) Activities none / low / medium /

10 | Physical activity TelAkt 0 high

11 | Weight Hmotnost R

12 | Height Vyska R

13 | Waist circumference | Pas R

4 N(I7R)Y rI:eraS:Sfelments 14 | Hip circumference Boky R
15 | BMI BMI R
16 | WHR WHR R
2 | Sex Pohl N woman / man
17 | Hyperlipoproteinemy | Hip N yes / no
REK 18 | Diabetes mellitus DM N yes / no
5 (4) Risk factors 19 | Hypertension HT N |yes/no
20 | Positive family case | Ra_f N |yes/no
history
O | none/due to the
0BT | 21 | Breathlessness Dusnost activity/ while inactive
6 Complaints
(5) 2 | Chest pai Bol O | none/due to the
pain olesthrud e G
activity/ while inactive
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Group Attribute
No. | Abb. | Name No. | Name Name of Type | categories
columnin
database
23 | Palpitation Palpitace N yes / no
24 | Swelling Otoky N |yes/no
25 | Claudication Klaudikace N |yes/no
. KTL | Blood 26 | Systolic ST R
(2) | pressure 28 | Diastolic DT R
EKG 29 | Pulse rate TepFrek R
8 3) EKG 30 | PQ_int PQ_int R
31 | QRS_int QRS_int R
32 | Total Cholesterol Chol R
9 CHL | Laboratory 33 | HDL Cholesterol HDL R
(4) | Cholesterol 34 | LDL Cholesterol LDL R
35 | Triacyglycerols Tal R
10 GKM | Laboratory 36 | Glycemy Glyk R
(2) | GKM 37 | Urine acid Kmoc R
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