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Abstract. One of the main goals in Knowledge Discovery is to find interesting
associations between values of attributes, those that are meaningful in a domain of
interest. The most effective way to reduce the amount of discovered patterns is to
apply two interestingness measures, subjective and objective. Subjective measures
are based on the subjectivity and understandability of users examining the pat-
terns. They are divided into actionable, unexpected, and novel. Because classical
knowledge discovery algorithms are unable to determine if a rule is truly actionable
for a given user [1], we focus on a new class of rules [15], called E-action rules, that
can be used not only for automatic analysis of discovered classification rules but also
for hints of how to reclassify some objects in a data set from one state into another
more desired one. Actionability is closely linked with the availability of flexible at-
tributes [18] used to describe data and with the feasibility and cost [23] of desired
re-classifications. Some of them are easy to achieve. Some, initially seen as impossi-
ble within constraints set up by a user, still can be successfully achieved if additional
attributes are available. For instance, if a system is distributed and collaborating
sites agree on the ontology [5], [6] of their common attributes, the availability of
additional data from remote sites can help to achieve certain re-classifications of
objects at a server site [23]. Action tree algorithm, presented in this paper, requires
prior extraction of classification rules similarly as the algorithms proposed in [15]
and [17] but it guarantees a faster and more effective process of E-action rules
discovery. It was implemented as system DEAR 2.2 and tested on several public
domain databases. Support and confidence of E-action rules is introduced and used
to prune a large number of generated candidates which are irrelevant, spurious, and
insignificant.

1 Introduction

Finding useful rules is an important task of knowledge discovery in data.
Most of the researchers focused on techniques for generating patterns, such
as classification rules, association rules...etc, from a data set. They assume
that it is users responsibility to analyze these patterns and infer actionable
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solutions for specific problems within a given domain. The classical knowl-
edge discovery algorithms have the potential to identify enormous number
of significant patterns from data. Therefore, people are overwhelmed by a
large number of uninteresting patterns which are very difficult to analyze
and use to form timely solutions. So, there is a need to look for new tech-
niques and tools with the ability to assist people in identifying rules with
useful knowledge.

There are two types of interestingness measure: objective and subjective
(see [10], [1], [19], [20]). Subjective interestingness measures include unex-
pectedness [19] and actionability [1]. When a rule contradicts the user’s prior
belief about the domain, uncovers new knowledge, or surprises him, it is clas-
sified as unexpected. A rule is deemed actionable, if the user can take action
to gain an advantage based on this rule. Domain experts basically look at a
rule and say that this rule can be converted into an appropriate action.

E-action rules mining is a technique that intelligently and automatically
assists humans in acquiring useful information from data. This information
can be turned into actions which can benefit users. The approach gives sug-
gestions about how to change certain attribute values of a given set of objects
in order to reclassify them according to a user wish.

There are two frameworks for mining actionable knowledge: loosely cou-
pled and tightly coupled [9]. In the tightly coupled framework, action rules
are extracted directly from a database [7], [8], [22]. In the loosely coupled
framework, proposed in [15], the extraction of actionable knowledge is pre-
ceded by classification rules discovery. It is further subdivided into:

• strategies generating action rules from certain pairs of classification rules
[18], [21], [23],

• strategies generating action rules from single classification rules [16], [24].

This paper relates to a loosely coupled framework. In most of the al-
gorithms for action rules mining, there is no guarantee that the discovered
patterns in the first step will lead to actionable knowledge that is capable
of maximizing profits. One way to approach this problem is to assign a cost
function to all changes of attribute values [24]. If changes of attribute values
in the classification part of an action rule are too costly, then they can be
replaced by composing this rule with other action rules, as proposed in [23].
Each composition of these rules uniquely defines a new action rule. Objects
supporting each new action rule, let’s say r, are the same as objects support-
ing the action rule replaced by r but the cost of reclassifying them is lower
for the new rule.

E-action rule models the actionability concept in a better way than action
rule [15] by introducing a notion of its supporting class of objects. E-action
rules are constructed from certain pairs of classification rules. They can be
used not only for evaluating discovered patterns but also for reclassifying
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some objects in a dataset from one state into a new more desired state. For
example, classification rules found from a bank’s data can be very useful to
describe who is a good client (whom to offer some additional services) and
who is a bad client (whom to watch carefully to minimize the bank loses).
However, if bank managers need to improve their understanding of customers
and seek for specific actions to improve the services, mere classification rules
are not sufficient. In this paper, we propose to use classification rules to build
a new strategy of action based on their condition features in order to get a
desired effect on their decision feature. Going back to the bank example, the
strategy of action would consist of modifying some condition features in or-
der to improve our understanding of customers behavior and then improve
the services. E-action rules are useful in many other fields, including medical
diagnosis. In medical diagnosis, classification rules can explain the relation-
ships between symptoms and sickness and in predicting the diagnosis of a
new patient. E-action rules are useful in providing a hint to a doctor what
symptoms have to be modified in order to recover a certain group of patients
from a given illness.

Action Tree algorithm is presented for generating E-action rules and it
is implemented as System DEAR 2.2. The algorithm follows a top-down
strategy that searches for a solution in a part of the search space. It is seeking
at each stage for a stable attribute that has a least number of values. Then, the
set of rules is split recursively using that attribute. When all stable attributes
are processed, the final subsets are split further based on a decision attribute.
This strategy generates an action tree which is used to construct E-action
rules from the leaf nodes of the same parent.

2 Information System and E-Action Rules

An information system is used for representing knowledge. Its definition,
presented here, is due to Pawlak [12].

By an information system we mean a pair S = (U,A), where:

• U is a nonempty, finite set of objects,
• A is a nonempty, finite set of attributes i.e. a : U −→ Va is a function for

any a ∈ A, where Va is called the domain of a.

Elements of U are called objects. In this paper, for the purpose of clarity,
objects are interpreted as customers. Attributes are interpreted as features
such as, offers made by a bank, characteristic conditions etc.

We consider a special case of information systems called decision tables
[12]. In any decision table together with the set of attributes a partition
of that set into conditions and decisions is given. Additionally, we assume
that the set of conditions is partitioned into stable conditions and flexible
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conditions. For simplicity reason, we assume that there is only one decision
attribute. Date of birth is an example of a stable attribute. The interest rate
on any customer account is an example of a flexible attribute as the bank
can adjust rates. We adopt the following definition of a decision table:

By a decision table we mean any information system S = (U,ASt ∪AFl ∪
{d}), where d 6∈ ASt ∪ AFl is a distinguished attribute called the decision.
The elements of ASt are called stable conditions, whereas the elements of AFl

are called flexible conditions.

As an example of a decision table we take S = ({x1, x2, x3, x4, x5, x6, x7, x8,
x9, x10, x11, x12}, {a, c} ∪ {b} ∪ {d}) represented by Table 1. The set {a, c}
lists stable attributes, b is a flexible attribute and d is a decision attribute.
Also, we assume that H denotes a high profit and L denotes a low one.

Table 1. Decision System

a b c d

x1 2 1 2 L
x2 2 1 2 L
x3 1 1 0 H
x4 1 1 0 H
x5 2 3 2 H
x6 2 3 2 H
x7 2 1 1 L
x8 2 1 1 L
x9 2 2 1 L
x10 2 3 0 L
x11 1 1 2 H
x12 1 1 1 H

In order to induce rules in which the THEN part consists of the decision
attribute d and the IF part consists of attributes belonging to ASt ∪AFl, for
instance system LERS [4] can be used for rules extraction.

Alternatively, we can extract rules from sub-tables (U,B∪{d}) of S, where
B is a d-reduct (see [11]) of S, to improve efficiency of the algorithm when
the number of attributes is large. The set B is called d-reduct in S if there is
no proper subset C of B such that d depends on C. The concept of d-reduct
in S was introduced to induce efficiently rules from S describing values of the
attribute d depending on minimal subsets of ASt ∪AFl.

By L(r) we mean all attributes listed in the IF part of a rule r. For
example, if r1 = [(a1, 2) ∧ (a2, 1) ∧ (a3, 4) −→ (d, 8)] is a rule then L(r1) =
{a1, a2, a3}.
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By d(r1) we denote the decision value of that rule. In our example d(r1) =
8. If r1, r2 are rules and B ⊆ ASt∪AFl is a set of attributes, then r1/B = r2/B
means that the conditional parts of rules r1, r2 restricted to attributes B are
the same. For example if r2 = [(a2, 1) ∗ (a3, 4) −→ (d, 1)], then r1/{a2, a3} =
r2/{a2, a3}.

In our example, we get the following certain rules with support greater or
equal to 2:

(b, 3) ∗ (c, 2) −→ (d,H), (a, 1) ∗ (b, 1) −→ (d, L),
(a, 1) ∗ (c, 1) −→ (d, L), (b, 1) ∗ (c, 0) −→ (d,H),
(a, 1) −→ (d,H)

Now, let us assume that (a, v −→ w) denotes the fact that the value of
attribute a has been changed from v to w. Similarly, the term (a, v −→ w)(x)
means that a(x) = v has been changed to a(x) = w. Saying another words,
the property (a, v) of object x has been changed to property (a,w).

Let S = (U,ASt ∪ AFl ∪ {d}) be a decision table and rules r1, r2 are
extracted from S. The notion of an extended action rule (E-action rule) was
given in [21]. Its definition is given below. We assume here that:

• BSt is a maximal subset of ASt such that r1/BSt = r2/BSt,
• d(r1) = k1, d(r2) = k2 and k1 ≤ k2,
• (∀a ∈ [ASt ∩ L(r1) ∩ L(r2)])[a(r1) = a(r2)],
• (∀i ≤ q)(∀ei ∈ [ASt ∩ [L(r2)− L(r1)]])[ei(r2) = ui],
• (∀i ≤ r)(∀ci ∈ [AFl ∩ [L(r2)− L(r1)]])[ci(r2) = ti],
• (∀i ∈ p)(∀bi ∈ [AFl ∩ L(r1) ∩ L(r2)])[[bi(r1) = vi]&[bi(r2) = wi]].

Let ASt∩L(r1)∩L(r2) = B. By (r1, r2) -E-action rule on x ∈ U we mean
the expression r:

[
∏{a = a(r1) : a ∈ B}∧ (e1 = u1)∧ (e2 = u2)∧ ...∧ (eq = uq)∧ (b1, v1 −→

w1) ∧ (b2, v2 −→ w2) ∧ ... ∧ (bp, vp −→ wp) ∧ (c1,−→ t1) ∧ (c2,−→ t2) ∧ ... ∧
(cr,−→ tr)](x) =⇒ [(d, k1 −→ k2)](x)

Object x ∈ U supports (r1, r2)-E-action rule r in S = (U,ASt∪AFl∪{d}),
if the following conditions are satisfied:

• (∀i ≤ p)[bi ∈ L(r)][bi(x) = vi] ∧ d(x) = k1

• (∀i ≤ p)[bi ∈ L(r)][bi(y) = wi] ∧ d(y) = k2

• (∀j ≤ p)[aj ∈ (ASt ∩ L(r2))][aj(x) = uj ]
• (∀j ≤ p)[aj ∈ (ASt ∩ L(r2))][aj(y) = uj ]
• object x supports rule r1

• object y supports rule r2

By the support of E-action rule r in S, denoted by SupS(r), we mean the
set of all objects in S supporting r. Saying another words, this set is defined
as:
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{x : [a1(x) = u1] ∧ [a2(x) = u2] ∧ ... ∧ [aq(x) = uq] ∧ [b1(x) = v1]∧
[b2(x) = v2] ∧ ... ∧ [bp(x) = vp] ∧ [d(x) = k1]}.

By the confidence of r in S, denoted by ConfS(r), we mean

[SupS(r)/SupS(L(r))]× [Conf(r2)]

To find the confidence of (r1, r2)-E-action rule in S, we divide the num-
ber of objects supporting (r1, r2)-action rule in S by the number of objects
supporting left hand side of (r1, r2)-E-action rule times the confidence of the
classification rule r2 in S.

3 Discovering E-Action Rules

In this section we present a new algorithm, called Action-Tree algorithm,
for discovering E-action rules. Basically, we partition the set of classification
rules R discovered from a decision system S = (U,ASt ∪ AFl ∪ {d}), where
ASt is the set of stable attributes, AFl is the set of flexible attributes and,
Vd = {d1, d2, ..., dk} is the set of decision values, into subsets of rules having
the same values of stable attributes in their classification parts and defining
the same value of the decision attribute. Classification rules can be extracted
from S using, for instance, discovery system LERS [2].

Action-tree algorithm for extracting E-Action rules from decision system
S is as follows:

i. Build Action-Tree
a. Partition the set of classification rules R in a way that two rules are

in the same class if their stable attributes are the same
1. Find the cardinality of the domain Vvi for each stable attribute

vi in S.
2. Take vi, which card(Vvi) is the smallest, as the splitting attribute

and divide R into subsets each of which contains rules having the
same value of the stable attribute vi.

3. For each subset, obtained in step 2, determine if it contains rules
of different decision values and different values of flexible at-
tributes. If it does, go to step 2. If it doesn’t, there is no need to
split the subset further and we place a mark.

b. Partition each resulting subset into new subsets each of which contains
only rules having the same decision value.

c. Each leaf of the resulting tree represents a set of rules which do not
contradict on stable attributes and also it uniquely defines decision
value di. The path from the root to that leaf gives the description of
objects supported by these rules.

ii. Generate E-action rules
a. Form E-action rules by comparing all unmarked leaf nodes of the same

parent.



Tree-based Algorithms for Action Rules Discovery 7

b. Calculate support and confidence of each new-formed E-action rule.
If support and confidence meet the thresholds set up by user, print
the rule.

The algorithm starts at the root node of the tree, called E-action tree,
representing all classification rules extracted from S. A stable attribute is
selected to partition these rules. For each value of that attribute an outgoing
edge from the root node is created, and the corresponding subset of rules that
have the attribute value assigned to that edge is moved to the newly created
child node. This process is repeated recursively for each child node. When we
are done with stable attributes, the last split is based on a decision attribute
for each current leaf of E-action tree. If at any time all classification rules
representing a node have the same decision value, then we stop constructing
that part of the tree. We still have to explain which stable attributes are
chosen to split classification rules representing a node of E-action tree. The
algorithm selects any stable attribute which has the smallest number of pos-
sible values among all the remaining stable attributes. This step is justified
by the need to apply a heuristic strategy (see [14]) which will minimize the
number of edges in the resulting tree and the same make the time-complexity
of the algorithm lower.

We have two types of nodes: a leaf node and a non-leaf node. At a non-leaf
node, the set of rules is partitioned along the branches and each child node
gets its corresponding subset of rules. Every path to the decision attribute
node, one level above the leaf node, represents a subset of the extracted
classification rules when the stable attributers have the same value. Each leaf
node represents a set of rules, which do not contradict on stable attributes
and also define decision value di. The path from the root to that leaf gives
the description of objects supported by these rules.

Instead of splitting the set of rules R by stable attributes and next by
the decision attribute, we can also start the partitioning algorithm from a
decision attribute. For instance, if a decision attribute has 3 values, we get
3 initial sub-trees. In the next step of the algorithm, we start splitting these
sub-trees by stable attributes following the same strategy as the one presented
for E-action trees. This new algorithm is called action-forest algorithm.

Now, let us take Table 1 as an example of a decision system S. Attributes
a, c are stable and b, d flexible. Assume now that our plan is to re-classify some
objects from the class d−1({di}) into the class d−1({dj}). In our example, we
also assume that di = (d, L) and dj = (d, H).

First, we represent the set R of certain rules extracted from S as a table
(see Table 2). The first column of this table shows objects in S supporting
the rules from R (each row represents a rule). For instance, the second row
represents the rule [[(a, 2) ∧ (c, 1)] ⇒ (d, L)]. The construction of an action
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Table 2. Set of rules R with supporting objects

Objects a b c d

{x3, x4, x11, x12} 1 H
{x1, x2, x7, x8} 2 1 L
{x7, x8, x9} 2 0 L
{x3, x4} 1 0 H
{x5, x6} 3 2 H

Fig. 1. Action tree

tree starts with the set R as a table (see Table 2) representing the root of
the tree (T1 in Fig. 1). The root node selection is based on a stable attribute
with the smallest number of values among all stable attributes. The same
strategy is used for a child node selection. After labelling the nodes of the
tree by all stable attributes, the tree is split based on the value of the decision
attribute. Referring back to the example in Table 1, we use stable attribute a
to split that table into two sub-tables defined by values {1, 2} of attribute a.
The domain of attribute a is {1, 2} and the domain of attribute c is {0, 1, 2}.
Clearly, card[Va] is less than card[Vc] so we partition the table into two: one
table with rules containing a = 0 and another with rules containing a = 2.
Corresponding edges are labelled by values of attribute a. All rules in the sub-
table T2 have the same decision value. So, we can not construct E-action rule
from that sub-table which means it is not divided any further. Because rules
in the sub-table T3 contain different decision values and a stable attribute
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c, T3 is partitioned into three sub-tables, one with rules containing c=0, one
with rules containing c=1, and one with rules containing c=2. Now, rules in
each of the sub-tables do not contain any stable attributes. Sub-table T6 is
not split any further for the same reason as sub-table T2. All objects in sub-
table T4 have the same value of flexible attribute b. There is no way to form
a workable strategy from this sub-table so it is not partitioned any further.
Sub-table T5 is divided into two new sub-tables. Each leaf represents a set of
rules, which do not contradict on stable attributes and also define decision
value di.

The path from the root of the tree to that leaf gives the description of
objects supported by these rules. Following the path labelled by value [a = 2],
[c = 2], and [d = L], we get table T7. Following the path labelled by value
[a = 2], [c = 2], and [d = H], we get table T8. Because T7 and T8 are sibling
nodes, we can directly compare pairs of rules belonging to these two tables
and construct one E-action rule such as:

[[(a, 2) ∧ (b, 1 → 3)] ⇒ (d, L → H)].

After the rule is formed, we evaluate it by checking its support and its
confidence (sup = 4, conf = 100%).

This new algorithm (called DEAR 2.2) was implemented and tested on
several data sets from UCI Machine Learning Repository. In all cases, the
action tree algorithm was more efficient then the action forest algorithm. The
generated E-action rules by both algorithms are the same. The confidence of
E-action rules is higher than the confidence action rules.

4 Conclusion

E-action rules are structures that represent actionability in an objective way.
The strategy used to generate them is data driven and domain independent
because it does not depend on domain knowledge. Although the definition
of E-action rules is purely objective, we still can not get rid of some degree
of subjectivity in determining how actions can be implemented. To build
E-action rules, we divide all attributes into two subsets, stable and flexible.
Obviously, this partition has to be done by users who decide which attributes
are stable and which are flexible. This is a purely subjective decision. A
stable attribute has no influence on change, but any flexible attribute may
influence changes. Users have to be careful judging which attributes are stable
and which are flexible. If we apply E-action rule on objects then it shows
how values of their flexible features should be changed in order to achieve
their desired re-classification. Stable features always will remain the same.
Basically, any E-action rule identifies a class of objects that can be reclassified
from an undesired state to a desired state by properly changing some of
the values of their flexible features. How to implement these changes often
depends on the user. If the attribute is an interest rate on the banking account
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then banks can take appropriate action as the rule states (i.e., change lower
interest rate to 4.75%). In this case, it is a purely objective action. However, if
the attribute is a fever then doctors may lower the temperature by following a
number of different actions. So, this is a purely subjective concept. Basically,
we cannot eliminate some amount of subjectivity in the process of E-action
rules construction and implementation.
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