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Abstract. Action rules describe possible transitions of objects from one state to
another with respect to a distinguished attribute. Previous research on action rule
discovery usually requires the extraction of classification rules before construct-
ing any action rule. In this paper, we present a new algorithm that discovers action
rules directly from a decision system. It is a bottom-up strategy which has some
similarity to systemsERIDandLERS. Finally, it is shown how to manipulate the
music score using action rules.

1 Introduction

An action rule is a rule extracted from a decision system that describes a possible transi-
tion of objects from one state to another with respect to a distinguished attribute called
a decision attribute [13]. We assume that attributes used to describe objects in a deci-
sion system are partitioned into stable and flexible. Values of flexible attributes can be
changed. This change can be influenced and controlled by users. Action rules mining
initially was based on comparing profiles of two groups of targeted objects - those that
are desirable and those that are undesirable [13]. An action rule is formed as a term
[(ω) ∧ (α → β)] ⇒ (φ → ψ), whereω is a conjunction of fixed condition features
shared by both groups,(α → β) represents proposed changes in values of flexible
features, and(φ → ψ) is a desired effect of the action. The discovered knowledge
provides an insight of how relationships should be managed so the undesirable objects
can be changed to desirable. For example, in society, one would like to find a way to
improve his or her salary from a low-income to a high-income. Another example in
business area is when an owner would like to improve his or her company’s profits by
going from a high-cost, low-income business to a low-cost, high-income business.

Action rules introduced in [13] has been further investigated in [15][12][14]. Paper
[5] was probably the first attempt towards formally introducing the problem of mining
action rules without pre-existing classification rules. Authors explicitly formulated it
as a search problem in a support-confidence-cost framework. The proposed algorithm
is similar to Apriori [1]. Their definition of an action rule allows changes on stable
attributes. Changing the value of an attribute, either stable or flexible, is linked with a
cost [16]. In order to rule out action rules with undesired changes on stable attributes,
authors have assigned very high cost to such changes. However, that way, the cost of



action rules discovery is getting unnecessarily increased. Also, they did not take into
account the dependencies between attribute values which are naturally linked with the
cost of rules used either to accept or reject a rule. AlgorithmARED, presented in [6], is
based on Pawlak′s model of an information systemS [9]. The goal is to identify certain
relationships between granules defined by the indiscernibility relation on its objects.
Some of these relationships uniquely define action rules forS.

This paper presents a new strategy for discovering action rules directly from the
decision system. Action rules are built from atomic expressions following a strategy
similar toERID [2].

2 Background and Objectives

In this section we introduce the notion of an information system, a decision system,
stable attribute, flexible attribute, and give some examples.

By an information system [9] we mean a tripleS = (X, A, V ), where:

1. X is a nonempty, finite set of objects
2. A is a nonempty, finite set of attributes, i.e.

a : U −→ Va is a function for anya ∈ A, whereVa is called the domain ofa
3. V =

⋃{Va : a ∈ A}.
For example, Table 1 shows an information systemS with a set of objects

X = {x1, x2, x3, x4, x5, x6, x7, x8}, a set of attributesA = {a, b, c, d}, and
a set of their valuesV = {a1, a2, b1, b2, b3, c1, c2, d1, d2, d3}.

a b c d

x1 a1 b1 c1 d1

x2 a2 b1 c2 d1

x3 a2 b2 c2 d1

x4 a2 b1 c1 d1

x5 a2 b3 c2 d1

x6 a1 b1 c2 d2

x7 a1 b2 c2 d1

x8 a1 b2 c1 d3

Table 1.Decision Table S

An information systemS = (X, A, V ) is called a decision system, ifA = ASt ∪
AFl ∪ {d}, whered is a distinguished attribute called the decision. Attributes inASt

are calledstableand attributes inAFl are calledflexible. They jointly form the set of
conditional attributes. “Date of birth” is an example of a stable attribute. “Interest rate”
for each customer account is an example of a flexible attribute.



In earlier works in [13][15][12][14], action rules are constructed from classification
rules. This means that we use pre-existing classification rules or generate them using
a rule discovery algorithm, such asLERS[4] or ERID [2], then, construct action rules
either from certain pairs of these rules or from a single classification rule. For instance,
algorithmARAS [14] generates sets of terms (built from values of attributes) around
classification rules and constructs action rules directly from them. In this study, we
propose a different approach to achieve the following objectives:

1. Extract action rules directly from a decision system without using pre-existing clas-
sification rules.

2. Extract action rules that have minimal attribute involvement.

To meet these two goals, we introduce the notion of atomic action terms and show how
to build action rules from them.

3 Action Rules

In this section we give a definition of action terms, action rules, and we propose their
interpretation which we call standard.

Let S = (X, A ∪ {d}, V ) be a decision system, whereV =
⋃{Va : a ∈ A}. First,

we introduce the notion of an action term.

By an atomic action termwe mean an expression(a, a1 → a2), wherea is an
attribute anda1, a2 ∈ Va. If a1 = a2, thena is called stable ona1.

By a set ofaction termswe mean a smallest set such that:

1. If t is an atomic action term, thent is an action term.
2. If t1, t2 are action terms, thent1 ? t2 is an action term.
3. If t is an action term containing(a, a1 → a2), (b, b1 → b2) as its sub-terms, then

a 6= b.

By the domain of an action termt, denoted byDom(t), we mean the set of all
attribute names listed int.

By anaction rulewe mean an expressionr = [t1 ⇒ t2], wheret1 is an action term
and t2 is an atomic action term. Additionally, we assume thatDom(t2) = {d} and
Dom(t1) ⊆ A. The domain of action ruler is defined asDom(t1) ∪Dom(t2).

Now, let us give an example of action rules assuming that the decision systemS is
represented by Table 1,a is stable andb, c are flexible attributes. Expressions(a, a2 →
a2), (b, b1 → b3), (c, c2 → c2), (d, d1 → d2) are examples of atomic action terms.
Expression(b, b1 → b3) means that the value of attributeb is changed fromb1 to b3.
Expression(c, c2 → c2) means that the valuec2 of attributec remains unchanged.
Expressionr = [[(a, a2 → a2) ? (b, b1 → b3)] ⇒ (d, d1 → d2)] is an example of an
action rule. The rule says that if valuea2 remains unchanged and valueb will change
from b1 to b3, then it is expected that the valued will change fromd1 to d2. Clearly,
Dom(r) = {a, b, d}.

Standard interpretationNS of action terms inS = (X,A, V ) is defined as follow:



1. If (a, a1 → a2) is an atomic action term, then
NS((a, a1 → a2)) = [{x ∈ X : a(x) = a1}, {x ∈ X : a(x) = a2}].

2. If t1 = (a, a1 → a2) ? t andNS(t) = [Y1, Y2], then
NS(t1) = [Y1 ∩ {x ∈ X : a(x) = a1}, Y2 ∩ {x ∈ X : a(x) = a2}].

Now, let us define[Y1, Y2]∩[Z1, Z2] as[Y1∩Z1, Y2∩Z2] and assume thatNS(t1) =
[Y1, Y2] andNS(t2) = [Z1, Z2]. Then,NS(t1 ? t2) = NS(t1) ∩NS(t2).

Let r = [t1 → t2] be an action rule, whereNS(t1) = [Y1, Y2], NS(t2) = [Z1, Z2].
Support and confidence ofr are defined as follow:

1. sup(r) = card(Y1 ∩ Z1).
2. conf(r) = [ card(Y1∩Z1)

card(Y1)
] · [ card(Y2∩Z2)

card(Y2)
].

The definition of a confidence should be interpreted as an optimistic confidence. It
requires thatcard(Y1) 6= 0, card(Y2) 6= 0, card(Y1∩Z1) 6= 0, andcard(Y2∩Z2) 6= 0.
Otherwise, the confidence of action rule is zero.

Coming back to the example ofS given in Table 1, we can find many action rules
associated withS. Let us taker = [[(a, a2 → a2) ? (b, b1 → b2)] ⇒ (d, d1 → d2)] as
an example of the action rule. Then,

NS((a, a2 → a2)) = [{x2, x3, x4, x5}, {x2, x3, x4, x5}],
NS((b, b1 → b2)) = [{x1, x2, x4, x6}, {x3, x7, x8}],
NS((d, d1 → d2)) = [{x1, x2, x3, x4, x5, x7}, {x6}],
NS((a, a2 → a2) ? (b, b1 → b2)) = [{x2, x4}, {x3}].

Clearly,sup(r) = 2 andconf(r) = 1 · 0 = 0.

Assume thatL([Y, Z]) = Y andR([Y, Z]) = Z. The new algorithmARD for con-
structing action rules is similar toERID [2] andLERS[4]. So, to present this algorithm,
it is sufficient to outline the strategy for assigning marks to atomic action terms and
show how terms of length greater than one are built. Only positive marks yield action
rules. Action terms of lengthk are built from unmarked action terms of lengthk−1 and
unmarked atomic action terms of length one. Marking strategy for terms of any length
is the same as for action terms of length one.

Now, let us assume thatS = (X, A ∪ {d}, V ) is a decision system andλ1, λ1

denote minimum support and confidence, respectively. Eacha ∈ A uniquely defines
the setCS(a) = {NS(ta) : ta is an atomic action term built from elements inVa}. By
td we mean an atomic action term built from elements inVd.

Marking strategy for atomic action terms

For eachNS(ta) ∈ CS(a) do

if L(NS(ta)) = ∅ or R(NS(ta)) = ∅ or L(NS(ta?td)) = ∅ or R(NS(ta?td)) = ∅,
then ta is marked negative.

if L(NS(ta)) = R(NS(ta)) then ta stays unmarked



if card(L(NS(ta ? td)) < λ1 then ta is marked negative

if card(L(NS(ta ? td)) ≥ λ1 andconf(ta → td) < λ2 then ta stays unmarked

if card(L(NS(ta ? td)) ≥ λ1 andconf(ta → td) ≥ λ2 then ta is marked positive
and the action rule[ta → td] is printed.

Now, to clarify ARD (Action Rules Discovery) strategy for constructing action
rules, we go back to our example withS defined by Table 1 and withASt = {b},
AFl = {a, c, d}. We are interested in action rules which may reclassify objects from
the decision classd1 to d2. Additionally, we assume thatλ1 = 2, λ2 = 1/4.

All atomic action terms forS are listed below:
For Decision Attribute inS:

NS(t12) = [{x1, x2, x3, x4, x5, x7}, {x6}]
For Classification Attributes inS:

t1 = (b, b1 → b1), t2 = (b, b2 → b2), t3 = (b, b3 → b3), t4 = (a, a1 → a2),
t5 = (a, a1 → a1), t6 = (a, a2 → a2), t7 = (a, a2 → a1), t8 = (c, c1 → c2),
t9 = (c, c2 → c1), t10 = (c, c1 → c1), t11 = (c, c2 → c2), t12 = (d, d1 → d2).

Following the first loop ofARDalgorithm we get:

NS(t1) = [{x1, x2, x4, x6}, {x1, x2, x4, x6}] Not Marked /Y1 = Y2/

NS(t2) = [{x3, x7, x8}, {x3, x7, x8}] Marked ”-” /card(Y2 ∩ Z2) = 0/

NS(t3) = [{x5}, {x5}] Marked ”-” /card(Y2 ∩ Z2) = 0/

NS(t4) = [{x1, x6, x7, x8}, {x2, x3, x4, x5}] Marked ”-” /card(Y2 ∩ Z2) = 0/

NS(t5) = [{x1, x6, x7, x8}, {x1, x6, x7, x8}] Not Marked /Y1 = Y2/

NS(t6) = [{x2, x3, x4, x5}, {x2, x3, x4, x5}] Marked ”-” /card(Y2 ∩ Z2) = 0/

NS(t7) = [{x2, x3, x4, x5}, {x1, x6, x7, x8}] Marked ”+”
/rule r1 = [t7 ⇒ t12] hasconf = 1/2 ≥ λ2, sup = 2 ≥ λ1/

NS(t8) = [{x1, x4, x8}, {x2, x3, x5, x6, x7}] Not Marked
/rule r1 = [t8 ⇒ t12] hasconf = [2/3] · [1/5] < λ2, sup = 2 ≥ λ1/

NS(t9) = [{x2, x3, x5, x6, x7}, {x1, x4, x8}] Marked ”-” /card(Y2 ∩ Z2) = 0/

NS(t10) = [{x1, x4, x8}, {x1, x4, x8}] Marked ”-” /card(Y2 ∩ Z2) = 0/

NS(t11) = [{x2, x3, x5, x6, x7}, {x2, x3, x5, x6, x7}] Not Marked /Y1 = Y2/

Now, we build action terms of length two from unmarked action terms of length
one.

NS(t1 ? t5) = [{x1, x6}, {x1, x6}] Not Marked /Y1 = Y2/

NS(t1 ? t8) = [{x1, x4}, {x2, x6}] Marked ”+”
/rule r1 = [[t1 ? t8] ⇒ t12] hasconf = 1/2 ≥ λ2, sup = 2 ≥ λ1/

NS(t1 ? t11) = [{x2, x6}, {x2, x6}] Not Marked /Y1 = Y2/

NS(t5 ? t8) = [{x1, x8}, {x6, x7}] Marked ”-”
/rule r1 = [[t5 ? t8] ⇒ t12] hasconf = 1/2 ≥ λ2, sup = 1 < λ1/



NS(t5 ? t11) = [{x6, x7}, {x6, x7}] Not Marked /Y1 = Y2/

NS(t8 ? t11) = [∅, {x2, x3, x5, x6, x7}] Marked ”-” /card(Y1) = 0/

Finally (there are only 3 classification attributes inS), we build action terms of
length three from unmarked action terms of length one and length two.

Only, the termt1 ? t5 ? t8 can be built. It is an extension oft5 ? t8 which is already
marked as negative. So, the algorithmARDstops and two action rules are constructed:
[[(b, b1 → b1) ? (c, c1 → c2)] ⇒ (d, d1 → d2)], [(a, a2 → a1) ⇒ (d, d1 → d2)].
Following the notation used in previous papers on action rules mining (see [6], [14],
[13], [12]), the first of the above two action rules will be presented as[[(b, b1)?(c, c1 →
c2)] ⇒ (d, d1 → d2)].

4 Application Domain and Experiment

Music Information Retrieval (MIR) is chosen as the application area for our research.
In [11], authors present the systemMIRAI for automatic indexing of music by instru-
ments and emotions. WhenMIRAI receives a musical waveform, it divides that wave-
form into segments of equal size and then its classifiers identify the most dominating
musical instruments and emotions associated with each segment and finally with the
musical waveform. In [7], [8] authors follow another approach and present a Basic
Score Classification Database (BSCD) which describes associations between different
scales, regions, genres, and jumps. This database is used to automatically index a piece
of music by emotions. In this section, we show how to use action rules extracted from
BSCDassuming that we need to change the emotion either from the retrieved or sub-
mitted piece of music by minimally changing its score. By a score, inMIR area, we
mean a written form of a musical composition.

To introduce the problem, let’s start with Figure 1 showing an example of a score
of a Pentatonic Minor Scale played in the key ofC on a piano. As we can see, 8 notes
are played:A], G,A], F,D], G,C and C. The ordered sequence of the same notes
without repetitions [A], C, D], F , G] uniquely represents that score. Now, we explain
the process of computing its numeric representation[2, 3, 2, 2]. The score is played in
the key ofA] which becomes the root. Its second noteC is 2 tones up fromA]. The
third noteD] is three tones up fromC. The fourth noteF is two tones up fromD], and
finally G is two tones up fromF . This is how the sequence of jumps[2, 3, 2, 2] with
rootA] is generated.

Essentially any combination of notesA],C, D], F, G can be played while still re-
maining within the constraints of aC Pentatonic Minor Scale on a piano. This scale is
illustrated in Figure 2. Accordingly one plays the root, plays 3 tones up, then 2 tones
up then 2 tones up, and then 3 tones up (m meansmode). The first note, or in musical
terms, the ”Root” is aC note. It means that the remaining four notes are all in the key
of C Pentatonic Minor Scale on a piano. However, from the score itself, we have no
idea about its key or scale. We can only discern the jumps between the notes and the
repeated notes.

To tackle the above problem, authors in [7] built a Basic Score Classification Data-
base (BSCD) which describes associations between different scales, regions, genres,



J1 J2 J3 J4 J5 Scale Region Genre Emotion sma

2 2 3 2 Pentatonic Major Western Blues melancholys

3 2 1 1 2 Blues Major Western Blues depressives

3 2 2 3 Pentatonic Minor Western Jazz melancholys

3 2 1 1 3 Blues Minor Western Blues dramatic s

3 1 3 1 3 Augmented Western Jazz feel-good s

2 2 2 2 2 Whole Tone Western Jazz push-pull s

1 2 4 1 Balinese Balinese ethnic neutral s

2 2 3 2 Chinese Chinese ethnic neutral s

2 3 2 3 Egyptian Egyptian ethnic neutral s

1 4 1 4 Iwato Iwato ethnic neutral s

1 4 2 1 Japanese Japanese Asian neutral s

2 1 4 1 Hirajoshi Hirajoshi ethnic neutral s

1 4 2 1 Kumoi Japanese Asian neutral s

2 2 3 2 Mongolian Mongolianethnic neutral s

1 2 4 3 Pelog Western neutralneutral s

2 2 3 2 Pentatonic Majeur Western neutralhappy m

2 3 2 3 Pentatonic 2 Western neutralneutral m

3 2 3 2 Pentatonic 3 Western neutralneutral m

2 3 2 2 Pentatonic 4 Western neutralneutral m

2 2 3 3 Pentatonic DominantWestern neutralneutral m

3 2 2 3 Pentatonic Minor Western neutralsonorous m

1 3 3 2 Altered Pentatonic Western neutralneutral m

3 2 1 1 2 Blues Western Blues depressivem

4 3 Major neutral neutralsonorous a

3 4 Minor neutral neutralsonorous a

4 3 4 Major 7th Major neutral neutralhappy a

4 3 3 Major 7th Minor neutral neutralnot happy a

3 4 4 Minor 7th Major neutral neutralhappy a

3 4 3 Minor 7th Minor neutral neutralnot happy a

2 2 3 3 Major 9th neutral neutralhappy a

2 1 4 3 Minor 9th neutral neutralnot happy a

2 2 1 2 3 Major 11th neutral neutralhappy a

2 1 2 2 3 Minor 11th neutral neutralnot happy a

4 4 Augmented neutral neutralhappy a

3 3 3 Diminished neutral neutralnot happy a

Table 2.Basic Score Classification Database



Fig. 1. Example score of a Pentatonic Minor Scale played in the key of C

Fig. 2. Representation of a Pentatonic Minor Scale

and jumps (see Table 2). The attributeJi meansi-th jump. When a music piece is sub-
mitted toQAS associated withBSCD, each note one by one, is drawn into the array
of incoming signals. Assuming that the score is represented by Figure 1,QAS will
generate five optional sequences:

[A], C, D], F , G], [G, A], C, D], F ], [F , G, A], C, D]], [D], F , G, A], C], or
[C, D], F , G, A]].

In the first caseA] is the root, in the secondG is the root, in the thirdF , in the fourth
D], and in the fifthC is the root. Clearly, at this point,QAS has no idea which note is
the root and the same which sequence out of the 5 is a representative one for the input
sequence of notesA],G, A], F,D], G,C andC. Table 3 gives numeric representation
of these five sequences.

Root J1 J2 J3 J4

A] 2 3 2 2

G 3 2 3 2

F 2 3 2 3

D] 2 2 3 2

C 3 2 2 3
Table 3.Possible Representative Jump Sequences for the Input Sequence

Paper [8] presents a heuristic strategy for identifying which sequence out of these
five sequences is a representative one for the input score. The same, on the basis of
associations between sequences of jumps and emotions which can be extracted from
BSCD, we can identify the emotion which invokes in most of us the above input score.

What about changes to the input score so the scale associated with that score will
change the way user wants. Action rules extracted fromBSCDcan be used for that
purpose and they guarantee the smallest number of changes needed to achieve the goal.
Example of an action rule extracted fromBSCDis given below:



[(J1, 3 → 2) ? (J2, 2 → 3)] ⇒ (Scale, PentatonicMinor → Egyptian).

For instance, this rule can be applied to a music score represented by a sequence of
25 notes (Figure 3). They are
[A], G,A], C, C, D], D, C, C, F, C,A], C, A],G, A, G,G, D],G, C, D],A], C,C].

Fig. 3. Example of a Music Score

The ordered sequence of the same 25 notes without repetitions[A],C, D, D], F, G]
uniquely represents that score. Assume now, that the score is played in the key ofG.
So,[3, 2, 2, 1, 2] is its numeric representation.

The classifier trained on Table 1, based on Levenshtein’s distance [8], identified
the sequence[3, 2, 2, 3] as the closest one to[3, 2, 2, 1, 2]. Action rule [(J1, 3 → 2) ?
(J2, 2 → 3)] ⇒ (Scale, PentatonicMinor → Egyptian)], extracted from Table 1,
converts that score to

[A], G,A, C,C, D], D, C, C, F, C,A, C, A],G, A, G,G, D],G, C, D], A, C,C].
Please notice thatA] is changing toA only if the noteC follows it in the input score.

This example shows how to use action rules to manipulate the music score. Follow-
ing the same approach, we can manipulate music emotions, genre, and region.
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6 Conclusion and Future Work

We presented an algorithm that discovers action rules from a decision table. The pro-
posed algorithm generates a complete set of shortest action rules without using pre-
existing classification rules. During the experiment with several data sets, we noticed



that the flexibility of attributes are not equal. For example, the social condition was most
likely less flexible than the health condition in one of the data set used in our experi-
ment, and this may have to be considered. Future work shall address this issue as well
as further analysis of the algorithm with more real world data sets.
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