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Glossary

Autonomous infor mation system
Autonomous information system is an informationteysexisting as an independent entity.

Intelligent query answering

Intelligent query answering is an enhancementsuefyganswering into sort of an intelligent
system (capable or being adapted or molded). Systeras should be able to interpret
incorrectly posed questions and compose an answtaratessarily reflecting precisely what is
directly referred to by the question, but rathdleting what the intermediary understands to be
the intention linked with the question.

Knowledge base
Knowledge base is a collection of rules definedeggressions written in predicate calculus.
These rules have a form of associations betweegnmcs of values of attributes.

Ontology

Ontology is an explicit formal specification of how represent objects, concepts and other
entities that are assumed to exist in some ar@#evest and relationships holding among them.
Systems that share the same ontology are able onuaicate about domain of discourse
without necessarily operating on a globally shatezbry. System commits to ontology if its
observable actions are consistent with the defimstin the ontology.



Semantics
The meaning of expressions written in some languageopposed to their syntax which
describes how symbols may be combined independehtheir meaning.

|. Definition of the Subject and ItsImportance.

One way to make Query Answering System (QAS) iigetit is to assume the hierarchical
structure of their attributes. Such systems hawn bevestigated by (Cuppens & Demolombe,
1988), (Gal & Minker, 1988), (Gaasterland et a8892) and they are called cooperative. Queries
submitted to them are built, in a classical wagnfrvalues of attributes describing objects in an
information system S and from two-argument functtsd”, “or”. Instead of “or”, we use
symbol “+”. Instead of “and”, we use symbol “*". tas assume that QAS is associated with an
information system S. Now, if query g submittedAS fails, then any attribute value listed in
g can be generalized and the same the number e€tslgupporting q in S may increase. In
cooperative systems, these generalizations arectiedt either by users (Gal & Minker, 1988),
or by methods based on knowledge discovery (Muge@d4). Conceptually, a similar approach
has been proposed by (Lin, 1989). He defines ahbeidiood of an attribute value which we
can interpret as its generalization (or its panenthe corresponding hierarchical attribute
structure). When query fails, then the query answesystem is trying to replace values in a
query by new values from their corresponding neaghbods. QAS for S can also collaborate
and exchange knowledge with other information sgsteln all such cases, it is called
intelligent. In papers (Ras & Dardzinska, 20040@@Query answering strategy was based on a
guided process of knowledge (rules) extraction &ndwledge exchange among systems.
Knowledge extracted from information systems caliabing with S was used to construct new
attributes in S and/or impute null or hidden valoésittributes in S. This way we do not only
enlarge the set of queries which QAS can succégsdniswer but also increase the overall
number of retrieved objects and their confiden@anm& attributes in S can be distinguished. We
usually call them decision attributes. Their valuegresent concepts which can be defined in
terms of the remaining attributes in S, called sifation attributes. Query languages for such
information systems are built only from values efcbion attributes and from two-argument
functors “+”, “*" (Ras et al., 2007). The semantmqueries is defined in terms of semantics of
values of classification attributes. Precision ardall of QAS is strictly dependent on the
support and confidence of the classifiers usecime queries.

[1. Introduction.

Responses by QAS to submitted queries do not alwagtain the information desired and
although they may be logically correct, can somesirhe misleading. Research in the area of
intelligent query answering rectifies these prolde@lassical approach is based on cooperative
method called relaxation for expanding an infororasystem and related to it queries (Cuppens
& Demolombe, 1988), (Gal & Minker, 1988). The redéinn method expands the scope of a
query by relaxing the constraints implicit in thaegy. This allows QAS to return answers
related to the original query as well as the litersswers which may be of interest to the user.



This paper concentrates on multi-hierarchical dewcissystems which are defined as
information systems with several hierarchical digtiished attributes called decision attributes.
Their values are used to build queries. We givetlisoretical framework for modeling such
systems and its corresponding query languagesd&tainterpretation and the classifier-based
interpretation of queries are introduced and usedddel the quality (precision, recall) of QAS.

[11. Multi-hierarchical Decison System
In this section we introduce the notion of a mhlgrarchical decision system S and the query

language built from atomic expressions containiny walues of the decision attributes in S.
Classifier-based semantics and the standard sermanitiqueries in S are proposed. The set of
objects X in S is defined as the interpretation donfor both semantics. Standard semantics
identifies all objects in X which should be reteelvby a query. Classifier-based semantics gives
weighted sets of objects which are retrieved byrigae The notion of precision and recall of
QAS in the proposed setting is introduced. We usly cule-based classifiers to define the
classifier-based semantics. By improving the camfme and support of the classifiers we
improve the precision and recall of QAS.

Definition 1

By a multi-hierarchical decision system we meanmet S = (X, AL D, V), where X is a
nonempty, finite set of objects, D = {d[i]:<i < k} is a set of hierarchical decision attributes, A
is a nonempty finite set of classification attriesitand V =L1{V,: aJAOD} is a set of their
values.

We assume that:

* V, Vpare disjoint for any a, bl ACID, such that & b,

a : X—V, is a partial function for every [@aAD.

Definition 2
By a set of decision queries (d-queries) for S weama least setplsuch that:
- 0,10 Tp,
- if wO{Va4:aOD}, then w, ~wd Tp,
- if t1, L O Tp, then (I_ + tz), (t1|:|t2)|:| To.

Definition 3
Decision query tis called simple if t #1i[1..[1, and
(0 0{1,2,....nYH[t; 0 L{V.:adD}) O =~w O wa LI{V,:al D})].

Definition 4
By a set of classification terms (c-terms) for Smean a least setBuch that:
- 0,10 T,
- if wO{Va:aOA}, then w, ~wl T,
- if t1, O Tg, then (I._ + tz), (t1|:|t2)|:| Te.



Definition 5
Classification term t is called simple if t #i[1..[1, and
(0 0{1,2,....,nP[ O L{Va:aOA) O =~w O wl LI{V.:aldA})].

Definition 6
By a classification rule we mean any expressiothefform [§ - t], where { is a simple
classification term ang ts a simple decision query.

Definition 7
Semantics Mof c-terms in S = (X, Al D, V) is defined in a standard way as follows:
- Ms(0) =0, My(1) =X,
- Ms(w) = {x OO X : w = a(x)} for any wlV,, allA,
- Mg(~w) ={x O X : (v OVy[v = a(x) & vAw]} for any w [0V, alA,
- ifty, t, are terms, then
Mg(tl + tz) = Mg(tl) U Mg(tz),
Ms(tl |:|t2) = Ms(tl) N Ms(tz).

Now, we introduce the notation used for values exision attributes. Assume that the term
d[i] also denotes the first granularity level ofiararchical decision attribute d[i]. The set {d]i,
d[i,2], d[i,3],...} represents the values of attribute d[i] at ites®d granularity level. The set
{d[i,1,1], d[i,1,2],..., d[i,1,n]} represents the values of attribute d at itsdthgranularity level,
right below the node d[i,1]. We assume here thatvhlue d[i,1] can be refined to any value
from {d[i,1,1], d[i,1,2],...,d[i,1,n]}, if necessary. Similarly, the set {d[i,3,1,3,14]i,3,1,3,2],
d[i,3,1,3,3], d[i,3,1,3,4]} represents the valudsattribute d at its forth granularity level which
are finer than the value d[i,3,1,3].

Now, let us assume that a rule-based classifiersesl to extract rules describing simple
decision queries i6. We denote that classifier BBC. The definition of semanticsdf c-terms
is RC independent whereas the definition of semantig®Mi-queries iRRC dependent.

Definition 8
Classifier-based semanticssMf d-queries in S = (X, Al D, V) is defined as follows:
- if tisasimple d-queryin Sand; & [t — t]:j O J}is a set of all rules defining t which
are extracted from S by classifieC, then
Ms(t) = {(x,px): (4 O B (x U Ms(t)[px =
Z{conf(j) [Sup(j): xO Mg(t) & j O I/ Z{sup(j): x O Mg(t) & jO I}|}, where conf(j),
sup(j) denote the confidence and the support efrute [ - t], correspondingly.

Definition 9

Attribute value dfj, jo,...jn] IN S = (X, A0 D, V) is dependent on d[iiy,..., i] in S, if one
of the following conditions hold:

1) n<k & (@M< n)[im = jm),

2) N>k & m<K)[im = jm)-
Otherwise, d}j, jo,...jn] is called independent from dJii,, ..., i] in S.



Example 1
The attribute value @[3,1,2] is dependent on the attribute value?,d[1,2,5,3]. Also,
d[2,3,1,2,5,3,2,4] is dependent on 2iB,1,2,5,3].

Definition 10
Let S = (X, AA{d[1],d[2],..,d[K]}, V), w OO Vg , and \g; be the set of all attribute values
in Vg which are independent from w.
Standard semanticssNf d-queries in S is defined as follows:
- Ns(0) =0, N(1) =X,
- if w Vg, then Ns(w) = {x OO X : d[i](x)=w}, for any 1< i< k
- if w Vg, then Ny(~w) = {x O X : (v O Vg )[ d[i](x)=V]}, for any 1< i< k
- ifty, tb are terms, then
Ns(tz + t2) = Ns(t) O Ns(t2),
Ns(tl |:|t2) = Ns(tl) N Ns(tz).

Definition 11
Let S=(X, A0 D, V), t is ad-queryin S, §) is its meaning under standard semantics,
and Mg(t) is its meaning under classifier-based semanfissume that Nt) = X; O Y1, where
Xi={xi, 101}, Y1={yi, i0OIl}. Assume also that bt) = {(xi, p): i O I} O {(zi, g): ill3}
and {y, i1} n{z;, iOlg}= O.
By precision of a classifier-based semantigsavi a d-query t, we mean
rec(Ms, t) = [Z{pi : i O Iy} + Z{(1 — q;) : i O Ig})/[card(l1) + card(k)].
By recall of a classifier-based semanticsh a d-query t, we mean
Rec(Ms, t) = [Z{pi : i O I1})/[card(l1) + card(b)].

Example 2

Assume that Bt) = {X1, X, X3, Xa}, Mg(t) = {(X1, Pr), (X2, P2), (X5, P5), (X6, Pe)}-
Then:

Prec(Ms, 1) = [ + 2 + (1-p) + (1 — R)/4,
Rec(Ms, t) = [p + p)/4.

V. Cooperative Query Answering
There are cases when classical Query Answering@®@gs{QAS) fail to return any answer to a

d-query g but still a satisfactory answer can hetb For instance, let us assume that in a multi-
hierarchical decision system S = (X,[A D, V), where D = {d[1],d[2],..,d[K]}, there is no
single object which description matches the quenAgsuming that a distance measure between
objects in S is defined, then by generalizing q,may identify objects in S which descriptions
are closest to the description of g. This problsmsimilar to the problem when the granularity of
an attribute value used in a query q is finer ttl@n granularity of the corresponding attribute
used in S. By replacing such attribute values inygnore general values used in S, we may
retrieve objects from S which satisfy g.



Definition 12
The distancés between two attribute values g, ...jn], d[i1, i2,..., in] IN

S = (X, A D, V), wherej=i, p=1, is defined as follows:
1) if [j1, j2r---Jpl= [i1s i2s-.-, Ip] @NA ps1 # Ip+1, then dg[d[j1, J2,...jn], d[i1, i2,..., im]] =1/[2"1
2) if nsm and [j, j2,...jn]= [i1, i2,..., ir], thendgd[j1, j2,...jn], d[iz, iz,..., im]] =1/[2"]

The second condition, in the above definition, espnts the average case between the best
and the worth case.

Example 3
Following the above definition of the distance measwe get:

1) 84d[2,3,2,4], d[2,3,2,5,1]] = Y4
2) 34d[2,3,2,4], d[2,3,2]] = 1/8

Let us assume that q = q(a[3,1,3,2], b[1], c[2]risl-query submitted to S. The notation
q(a[3,1,3,2], b[1], c[2]) means that q is builtimoa[3,1,3,2], b[1], c[2] which are the atomic
attribute values in S. Additionally, we assume thdtibute a is not only hierarchical but also it
is ordered. It basically means that the differelnegveen the values a[3,1,3,2] and a[3,1,3,3] is
smaller than between the values a[3,1,3,2] and &3]. Also, the difference between any two
elements in {a[3,1,3,1], a[3,1,3,2], a[3,1,3,3]3,4}3,4]} is smaller than between a[3,1,3] and
a[3,1,2].

Now, we outline a possible strategy which QAS caltow to solve q. Clearly, the best
solution for answering q is to identify objectsSnwhich precisely match the d-query submitted
by user. If it fails, we try to identify objects weh match d-query q(a[3,1,3], b[1], c[2]). If we
succeed, then we try d-queries q(a[3,1,3,1], i§lq]) and q(a[3,1,3,3], b[1], c[2]). If we falil,
then we should succeed with q(a[3,1,3,4], b[1]])c[® we fail with q(a[3,1,3], b[1], c[2]), then
we try q(a[3,1], b[1], c[2]) and so on.

To present this cooperative strategy in a moreigeegay, we use an example and start with
a very simple dataset. Namely, we assume that & lieision attributes which belong to the
set {a, b, c, d}. System S contains only four obgdisted below

X |e f O | o] eeen a b c d

Xo [ e[d] | f[A] | ] | i afl] b[2] c[1,1] d[3]

Xo [ e[2] | fIA] | o] e | i a[1,1] b[2,1] c[1,1,1]] d[3,1,2
Xz | e[2] | f[A] | coeee [ ceen | aenn a[1,1,1 [Db[2,2,1 | c[2,2] d[1]

Xa | €e[1] | f[2] | oooe] e | e al2] b[2,2] c[1,1] d[1,1]

Table 1. Multi-hierarchical decision system S

Now, we assume that d-query q = a[LI#P](t[1,1]Cd[3,1,1]

hierarchical decision system S (see Table 1). Gleafails in S.

is submitted to the multi-




Jointly with g, also a threshold value for a minimsupport can be supplied as a part of a d-
query. This threshold gives the minimal number lgjéots that need to be returned as an answer
to g. When QAS fails to answer ¢, the nearest ébgatisfying g have to be identified.

The algorithm for finding these objects is basedhenfollowing steps:

If QAS fails to identify sufficient number of objecsatisfying q in S, then the generalization
process starts. We can generalize either attribute d. Since the value d[3,1,2] has lower
granularity level than a[1,1], then we generaliz8,42] getting a new query Q=
a[1,2]b[2]Cc[1,1] [H[3,1]. But g still fails in S. Now, we generalize a[1,1] gettia new query
02 = a[1]'b[2]Ck[1,1] [U[3,1]. Objects x x. are the only objects in S which suppait g

If the user is only interested in one object syitigf the query g, then we need to identify
which object in {X, X} has a distance closer to g.

Clearly,

ddq, x1] = &d[[a[1,2], b[2], c[1,1], d[3,1,1]], [a[1], b[2].c[1], d[3]]] =
Y+0+0+1/4=1/2,

040, x2] = &[[a[1,2], b[2], c[1,1], d[3,1,1]], [a[1,1],b[2,1][&,1,1],d[3,1,2]]] =
1/4+1/4+1/8+1/8 = %, which meansig the winning object.

Let us notice that the cooperative strategy ondgyidies objects satisfying d-queries and the
same it identifies objects to be returned by QASh® user. The confidence assigned to these
objects depends on the classifC.

V. FutureDirections
We have introduced the notion of a system-basedasgrs and user-based semantics of
queries. User-based semantics is associated weitimdiexing of objects done by a user which is
time consuming and unrealistic for very large sétdata. System-based semantics is associated
with automatic indexing of objects in X which sthjcdepends on the support and confidence of
classifiers and depends on the precision and retallquery answering system. The quality of
classifiers can be improved by a proper enlargemktiie set X and the set of describing them
features which differentiate the real-life objefttsm the same semantic domain agé better
way. An example, for instance, is given in (Ragle007). The quality of a query answering
system (QAS) can be improved by its cooperativenBssh precision and recall of QAS is
getting increased if no-answer queries are replégegeneralized queries which are answered
by QAS on a higher granularity level than the alitievel of queries submitted by users.
Assuming that system is distributed, the qualitf#S for multi-hierarchical decision system S
can be also improved through collaboration amongssiRas, Z. & Dardzinska, A., 2004,
2006).

The key concept of intelligent QAS based on collaboration among sites is to generate global
knowledge through knowledge sharing. Each site develops knowledge independently which is



used jointly to produce global knowledge. Assume that two sites S; and S; accept the same
ontology of their attributes and share their knowledge in order to solve a user query
successfully. Also, assume that one of the attributes at site S; is confidential. The confidential
data in S; can be hidden by replacing them with null values. However, users at S; may treat
them as missing data and reconstruct them with the knowledge extracted from S; (Im, S., Ras,
Z., 2007). The vulnerability illustrated in this example shows that a security-aware data
management is an essential component for any intelligent QAS to ensure data confidentiality.
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