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Use the representation of the [EXTRACT] token as input for a linear classifier that 
is trained (together with fine-tuning the decoder) to predict entailment or not.







All tasks had to be formatted to fit language modelling, i.e. such that the answer 
could be extracted from the generated tokens or their probabilities.



















Current State of the Art LLMs

• A growing number of LLMs:
– OpenAI’s GPT (3.5, 4, 4o)
– Meta’s Llama (Llama-2-7B, -13B, -70B, Llama-3-8B and -70B)
– Google’s Gemini (Nano, Flash, Pro, Ultra)
– Mistral AI’s Mixtral, Anthropic’s Claude, …

• How are they trained?
1. Pre-training using vanilla LM objective, i.e. predict next word.
2. Instruction fine tuning, using large amounts of supervision <input, instruction> → 

<correct output>
3. Reinforcement Learning from Human Feedback (RLHF).
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Reinforcement Learning from Human Feedback (RLHF)

Ouyang et al., NeurIPS 2022

30,000 tasks!

Stiennon et al., NeurIPS 2020

https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2020/file/1f89885d556929e98d3ef9b86448f951-Paper.pdf
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Retrieval Agumented Generation (RAG)

• Traditional LLMs are often limited to their pre-trained knowledge and data.

• This could lead to potentially outdated or inaccurate responses.
– Hallucinations …

• RAG overcomes this by granting LLMs access to external information sources, 
ensuring accurate and up-to-date answers.
– Documents are accessed through search engines or through vector stores:

• Vector Stores are databases that stores text, images, videos as embeddings.
• Why do we use vector stores? Use dot-products to find :

– most similar documents for a query.
– best few-shot examples for a test example.
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Retrieval Agumented Generation (RAG)

LLM Internet Search

LLM“Joe Biden is the current 
president of the US.”

Search Result:
“Joseph Robinette Biden Jr. is an American 
politician who is the 46th and current president of 
the United States. A member of the Democratic 
Party, he previously served as the 47th vice 
president from 2009 to 2017 under President 
Barack Obama and represented Delaware in the 
United States Senate from 1973 to 2009

Who is the current 
president of the US?”
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Retrieval Agumented Generation (RAG)

https://aws.amazon.com/what-is/retrieval-augmented-generation

vector databases

https://aws.amazon.com/what-is/retrieval-augmented-generation


The ReAct Framework
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• This utilizes a format that is simple to parse:
– Question: The input to the model.
– Thought: A place for the model to state intentions, which 

tends to increase performance.
– Action: The tool (if any) does the model wants to use.

• Action Input: The input to the tool.
– Observation: The output of the tool.
– Thought: “I believe I have the final answer.”
– Final Answer: The answer the model gives to the user.

Yao et al., ICLR 2023

• A style of prompting where LLMs are instructed to generate both reasoning traces and    
task-specific actions in an interleaved manner.

https://arxiv.org/abs/2210.03629


ReAct Framework

• A style of prompting where LLMs are instructed to generate both reasoning 
traces and task-specific actions in an interleaved manner.
– Generating reasoning traces allow the model to induce, track, and update action plans, and 

even handle exceptions.
– The action step allows to interface with and gather information from external sources such 

as knowledge bases or environments.
• This leads to more reliable and factual responses.

– ReAct can outperform several state-of-the-art baselines on language and decision-making 
tasks.

– ReAct also leads to improved human interpretability and trustworthiness of LLMs. 
– The best approach uses ReAct combined with chain-of-thought (CoT) that allows use of 

both internal knowledge and external information obtained during reasoning.
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ReAct Prompting

• ReAct prompting is an approach for enhancing the decision making of LLMs, 
for example, choosing which tools to use for a given situation.

• The structure of the ReAct Loop:
– <question> (<thought> <action> <action input> <observation>)* <thought> <answer>
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Question: Who is the current president of the US?

Thought: I should use a search engine to find relevant data.
Action: Open Google
Action Input: “Who is the current president of the US?”
Observation: The current president is Joe Biden.

Thought: I now know the final answer.
Final Answer: Joe Biden

Question: What is 2 + 2?

Thought: I now know the final answer.
Final Answer: 4

Scenario 1
Scenario 2

https://python.langchain.com/v0.1/docs/modules/agents/agent_types/react/

https://python.langchain.com/v0.1/docs/modules/agents/agent_types/react/

