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Notations

• Training data samples: 𝑿 ∈ ℝ𝑁×𝐷

• The number of data samples: 𝑁

• The number of attributes: 𝐷

• The target label: 𝒚 ∈ ℝ𝑁×𝐾

• The dimension of target label: 𝐾

• Data: 𝑫 = [𝑿, 𝒚] ∈ ℝ𝑁×(𝐷+𝐾)

• The 𝑖-th sample pair: (𝒙 𝒊 , 𝒚(𝒊))

• Test sample pair: (𝒙′, 𝒚′)

• Label predicted:  ෝ𝒚   i.e. predicted by function 𝑓: ෝ𝒚 = 𝑓(𝑥′)
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Linear Algebra: Matrix Operations



Data to discover prediction function 𝑓

• ෝ𝒚(𝑖) = 𝑓(𝐱(𝑖)) 

• Let 𝐱(𝑖) =

𝑥0
(𝑖)

𝑥1
(𝑖)

𝑥2
(𝑖)

=
1
2
1

  and 𝒚(𝑖) = 6

• What can be a good 𝑓?

– Linear formulation 𝑓 𝐱 = 𝑎𝑥0 + 𝑏𝑥1 + 𝑐𝑥2

• a, b, c are the parameters or weights.

– 𝑎, 𝑏, 𝑐 = (1,2,1) or 2,1,2  or 1,1,3  or (0,0,6) or …
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Data to discover function 𝑓

•  ෝ𝒚 = 𝑓(𝑿 ) 

• Let 𝐗 =
1 2 1
1 1 1
1 1 2

  and 𝒚 =
6
4
5

• What can be a good 𝑓? 

– If using linear formulation 𝑓 𝑥 = 𝑎𝑥0 + 𝑏𝑥1 + 𝑐𝑥2

• 𝑎, 𝑏, 𝑐 = (1,2,1)
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How can we model such solutions?

Linear Algebra
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Matrix & Vector Operations

• Basic Operations

• Dot Product, Norm, Cosine

• Transpose

• Inverse

• Determinants

• Trace

• Rank & Linear Independence
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Basic Operations

• Scalar multiplication:

– Multiply a matrix with a number.

• Distribute (broadcast) scalar multiplication to all entries.

3 ∙
1 2 3
0 −1 −2

=
3 ∙ 1 3 ∙ 2 3 ∙ 3
3 ∙ 0 3 ∙ −1 3 ∙ −2

      =
3 6 9
0 −6 −6

8



Basic Operations

• The transpose 𝐴⊤:

– Rows of 𝐴 become columns of 𝐴⊤ and columns of 𝐴 become 

rows of 𝐴⊤.

𝐴𝑖𝑗
𝑇 = 𝐴𝑗𝑖

• Definition:

– A matrix is symmetric if 𝐴⊤ = 𝐴

– A matrix is square if it is of size 𝑛 ×  𝑛

– A matrix is diagonal if it is square and the only non-zero entries 

are 𝑎𝑖𝑖 for some 𝑖.
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Definitions

• A matrix is symmetric if 𝐴⊤ = 𝐴

• A matrix is square if it is of size 𝑛 × 𝑛

• A matrix is diagonal if it is square and the only non-zero 

entries are of the form 𝑎𝑖𝑖 for some 𝑖

• The identity matrix of dimension 𝑛, denoted 𝐼𝑛, is the  

𝑛 × 𝑛 diagonal matrix where all the diagonal entries are 1. 
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Basic Operations

• Addition and Subtraction:

– Both matrices must have same dimensions.

– Add or subtract element-wise.
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Matrix Properties

Let 𝐴 and 𝐵 be two 𝑚 × 𝑛 

matrices.

Let 𝑘 and 𝑝 be two scalars. 

Let 𝟎 be the 𝑚 × 𝑛 matrix of all 

0’s.

𝐴 + 𝐵 = 𝐵 + 𝐴

 𝐴 + 𝐵 + 𝐶 = 𝐴 + 𝐵 + 𝐶

 𝑘 𝐴 + 𝐵 = 𝑘𝐴 + 𝑘𝐵

 (𝑘 + 𝑝)𝐴 = 𝑘𝐴 + 𝑝𝐴

 𝐴 + 𝟎 = 𝐴

 𝐴 − 𝐴 = 𝟎

 𝑘𝐴 = 𝟎 ⇒ 𝑘 = 0 or 𝐴 = 𝟎 
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Basic Operations

• Multiplication C = 𝐴 ∙ 𝐵 or C = 𝐴𝐵:

– Only possible if dimensions are 𝑚 × 𝑛 ∙ 𝑛 × 𝑝 .

• Product dimensions for C are 𝑚 × 𝑝

– Multiply each row in A by each column in B (row-column dot 

product).










++

++
=

















dhcfdgce

bhafbgae

hg

fe

dc

ba

13



Basic Operations

• Is 𝐴𝐵 = 𝐵𝐴?
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Matrix Properties

Let 𝐴 and 𝐵 be two 𝑚 × 𝑛 

matrices.

Let 𝑘 and 𝑝 be two scalars. 

Let 𝟎 be the 𝑚 × 𝑛 matrix of all 

0’s.

𝐴 𝐵𝐶 = 𝐴𝐵 𝐶

 𝐴 𝐵 + 𝐶 = 𝐴𝐵 + 𝐴𝐶

𝐴 + 𝐵 𝐶 = 𝐴𝐶 + 𝐵𝐶

 𝑘 𝐴𝐵 = 𝑘𝐴 𝐵 = 𝐴(𝑘𝐵)

 𝐼𝑚 ⋅ 𝐴 = 𝐴

 𝐴 ⋅ 𝐼𝑛 = 𝐴

 𝑘𝐴 = 𝟎 ⇒ 𝑘 = 0 or 𝐴 = 𝟎 

𝐴⊤ ⊤ = 𝐴

𝑘𝐴 ⊤ = 𝑘𝐴⊤

𝐴 + 𝐵 ⊤ = 𝐴⊤ + 𝐵⊤

𝐴𝐵 ⊤ = 𝐵⊤𝐴⊤
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Vector Operations

• A vector is a 𝑑 × 1 matrix:

– A point in a d dimensional space.

• A directed segment connected the origin with this point
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𝑣2

⋮
𝑣𝑑

𝑣2

0
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Vector Operations

• Dot product:

• Magnitude or Euclidean / L2 norm:

• Angle:

the dot product is a matrix 

multiplication𝑎 ⋅ 𝑏 = 𝑎⊤𝑏 = 𝑎 𝑏 𝑐
𝑑
𝑒
𝑓

= 𝑎𝑑 + 𝑏𝑒 + 𝑐𝑓 

𝑎 = 𝑎⊤𝑎 = 𝑎2 + 𝑏2 + 𝑐2 the magnitude is the square root of the 

dot product of a vector with itself.

cos 𝜃 =
𝑎⊤𝑏

𝑎 𝑏
the cosine of the angle between two vectors is the 

dot product between their normalized versions.
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Inverse of a Matrix

• Identity matrix (I)

– 𝐴 ∙ 𝐼 = 𝐼 ∙ 𝐴 =  𝐴

• Some matrices have an inverse:

– 𝐴 ∙ 𝐴−1 = 𝐴−1 ∙ 𝐴 = 𝐼

– Both 𝐴 and 𝐴−1 must be square.

• Properties of inversion operator:

– (𝐴−1)−1 = 𝐴

– (𝐴𝐵)−1 = 𝐵−1 𝐴−1

𝐼3 =
1 0 0
0 1 0
0 0 1
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Determinant of a Matrix

• A real number associated with a square matrix:

– If det(A) = 0, then A has no inverse.

– See Laplace expansion for recursive computation of determinants, 

or Leibniz formula based on permutations.
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https://en.wikipedia.org/wiki/Laplace_expansion
https://en.wikipedia.org/wiki/Leibniz_formula_for_determinants


Orthonormal Basis

• A set of vectors B in a vector space V is called a basis iff 

every vector in V can be written as a linear combination of 

basis vectors from B.

– Orthonormal basis: Orthogonal + Normal

• Orthogonal basis: if all pairs of basis vectors are orthogonal, 

i.e. their dot-product is zero.

• Normal basis: is all basis vectors have magnitude of one. 
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Orthonormal basis in 3D vector space

Orthogonal basis vectors

𝑥 = 1
𝑦 = 1
𝑧 = 1

Normal basis vectors



Trace of a Matrix

• The trace of a square matrix 𝐴 is the sum of the diagonal 

entries of 𝐴.

tr 𝐴 = 1 + −3 + 7 = 5 

𝐴 =
1 4 −1

−2 −3 2
3 −4 7
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Linearly Independence

• The  vectors v1, v2, … , v𝑚 are linearly dependent if there 

exist scalars 𝑎1, 𝑎2, … , 𝑎𝑚, not all zero, such that 𝑎1v1 +
𝑎2v2 + ⋯ + 𝑎𝑚v𝑚 = 𝟎.

• The vectors v1, v2, … , v𝑚 are linearly independent if 

𝑎1v1 + 𝑎2v2 + ⋯ + 𝑎𝑚v𝑚 = 𝟎 implies 𝑎1 = 𝑎2 = ⋯ =
𝑎𝑚 = 0.
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Rank of a MAtrix

• The rank of an 𝑚 × 𝑛 matrix 𝐴 is the maximum number 

of linearly independent rows.

– It is also the maximum number of linearly independent columns.

𝐴 =
1 2 3
4 5 6
7 8 9

rank 𝐴 = 2 
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– row1 + 2 row2 – row3 = 0



Matrix Invertibility

• A square 𝑛 × 𝑛 matrix 𝐴 is invertible iff rank 𝐴 = 𝑁.

• A square 𝑛 × 𝑛 matrix 𝐴 is invertible iff det 𝐴 ≠ 0.

1 2
3 4

1 1 2
2 1 3
3 1 4

• Columns are linearly independent => rank 𝐴 = 2 => 

A is invertible.

• det 𝐴 = 1 ∙ 4 − 3 ∙ 2 = −2 ≠ 0 => A is invertible

• The 3 columns are NOT linearly independent (rank 𝐴 = 2) 

=> A is not invertible.

• det 𝐴 = 1 ∙ 1 ∙ 4 − 1 ∙ 1 ∙ 4 − 1 ∙ 2 ∙ 4 + 1 ∙ 3 ∙ 3 + 2 ∙ 2 ∙
1 − 2 ∙ 3 ∙ 1 = 0 =>  A is not invertible.
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Euclidean Distance

• The Euclidean distance between two vectors x and y is:

• Compute the distance between two vectors A and B below:

 𝐴 =
2
0
1

       𝐵 =
1
2
3

       𝑑 𝐴, 𝐵 = ?

)()(),(
2

yxyxyxyx −−=−= Td
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Supplemental Readings

• Chapter 2 in DL textbook on Linear Algebra.
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https://www.deeplearningbook.org/contents/linear_algebra.html

	Slide 1: ITCS 5356: Introduction to Machine Learning 
	Slide 2: Notations
	Slide 3: Linear Algebra: Matrix Operations
	Slide 4: Data to discover prediction function f
	Slide 5: Data to discover function f
	Slide 6: How can we model such solutions?
	Slide 7: Matrix & Vector Operations
	Slide 8: Basic Operations
	Slide 9: Basic Operations
	Slide 10: Definitions
	Slide 11: Basic Operations
	Slide 12: Matrix Properties
	Slide 13: Basic Operations
	Slide 14: Basic Operations
	Slide 15: Matrix Properties
	Slide 16: Vector Operations
	Slide 17: Vector Operations
	Slide 20: Inverse of a Matrix
	Slide 21: Determinant of a Matrix
	Slide 22: Orthonormal Basis
	Slide 23: Trace of a Matrix
	Slide 24: Linearly Independence
	Slide 25: Rank of a MAtrix
	Slide 26: Matrix Invertibility
	Slide 27: Euclidean Distance
	Slide 28: Supplemental Readings

