
Background readings

• Python:
– Introductory Python lecture.

• Probability theory:
– Basic probability theory (pp. 12-19) in Pattern Recognition and Machine Learning.
– Chapter 3 in DL textbook on Probability and Information Theory.

• Linear algebra:
– Chapter 2 in DL textbook on Linear Algebra.
– Chapter 2 on Linear Algebra in Mathematics for Machine Learning.

• Calculus:
– Basic properties for derivatives, exponentials, and logarithms.
– Chapter 4.3 in DT textbook on Numerical Computation.
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https://webpages.charlotte.edu/rbunescu/courses/itcs6156/python.pdf
https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-Machine-Learning-2006.pdf
https://www.deeplearningbook.org/contents/prob.html
https://www.deeplearningbook.org/contents/linear_algebra.html
https://mml-book.github.io/
https://personal.math.ubc.ca/~feldman/m101/formulae.pdf
https://www.deeplearningbook.org/contents/numerical.html

