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Abstract. In this article, we present a novel approach towards the detection and 
modeling of complex social phenomena in multiparty interactions, including 
leadership, influence, pursuit of power and group cohesion. We have developed 
a two-tier approach that relies on observable and computable linguistic features 
of conversational text to make predictions about sociolinguistic behaviors such 
as Topic Control and Disagreement, that speakers deploy in order to achieve 
and maintain certain positions and roles in a group. These sociolinguistic be-
haviors are then used to infer higher-level social phenomena such as Influence 
and Pursuit of Power, which is the focus of this paper. We show robust perfor-
mance results by comparing our automatically computed results to participants’ 
own perceptions and rankings. We use weights learned from correlations with 
training examples to optimize our models and to show performance significant-
ly above baseline. 
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1 Introduction and Related Work 

Our objective is to model high-level sociolinguistic phenomena such as Influence, 
Pursuit of Power, Leadership and Group Cohesion in discourse. This research aims to 
develop a computational approach that uses linguistic features of conversational text 
to detect and model sociolinguistic behaviors of conversation participants in small 
group discussions. Given a representative dialogue of multi-party conversation, our 
prototype system automatically classifies the participants by the degree to which they 
engage in such sociolinguistic behaviors as Topic Control, Disagreement, and several 
others discussed in this paper. These mid-level sociolinguistic behaviors are deployed 
by discourse participants in order to assert and maintain certain higher-level social 
roles such as leader, influencer, or pursuit of power, among others. Our approach to 
this problem combines robust computational linguistics methods and established em-
pirical social science techniques. In this paper, we discuss robust detection of influ-
ence and pursuit of power in discourse. 



Following social science theory (e.g., [11], [4], [7]), we define an influencer as a 
group participant who has credibility in the group and who introduces ideas that oth-
ers pick up on or support. Thus, an influencer exercises a degree of control over the 
topic and content of a conversation. This may be contrasted with the more explicit 
pursuit of power in the group, which is an attempt to seize control of the group’s 
agenda or actions. Both behaviors often correlate with, and may be considered as 
dimensions of, group leadership ([4, 16]); however, they are manifested quite differ-
ently in interaction. Neither behavior necessarily implies leadership, and often may be 
seen as a challenge to the group leader. In order to fully understand the social dynam-
ics of a group it is important to model these behaviors independently. This is the focus 
of our paper, and we are particularly interested in groups involved in online interac-
tions. 
Internet-enabled interaction is particularly interesting to study because in this re-
duced-cue environment, the only means of engaging in and conveying social behav-
iors is through written language. As such, online discussion relies on the more explicit 
linguistic devices to convey social and cultural nuances than is typical in face-to-face 
or telephonic conversations. Relevant recent research in this area includes Freedman 
et al. ([6]) who developed an approach to detect behaviors such as persuasion in 
online discussion threads, and Bracewell et al. ([2]) who categorize several types of 
social acts (e.g. agreement and disagreement) to detect pursuit of power in online 
groups. These approaches, however, depend on discovering specific linguistic mark-
ers that may indicate a type of behavior rather than looking for a more sustained 
demonstration of sociolinguistic behavior by each speaker over the course of entire 
discourse. Our research takes that latter approach, and the work presented here builds 
on Strzalkowski et al. ([15]) and Broadwell et al. ([3]), who also proposed the two-
tiered approach to sociolinguistic modeling and have demonstrated that a subset of 
mid-level sociolinguistic behaviors may be accurately inferred by a combination of 
low-level language features. Our work successfully extends their approach to model-
ing of influence and pursuit of power in group interactions. The models discussed in 
this paper were developed and implemented based on online chat and threaded dis-
cussions in English and Mandarin.  

2 Sociolinguistic Behaviors in Discourse 

In the two-tier modeling approach, we use linguistic elements of discourse to first 
unravel sociolinguistic behaviors, and then, use the behavior models, in turn, to de-
termine complex social roles, as shown in Figure 1. 



 
Fig. 1. Two-tier approach applied to model social roles in discourse. 

It is important to note that, at both these levels, our analyses are solidly grounded 
in sociolinguistic theory. In this section, we briefly describe the mappings (which we 
call measures), between the sociolinguistic behaviors (mid-level in Fig 1) and the 
complex social roles. These measures operationalize the second tier in our system. 
We discuss the first tier only briefly in Section 4. 

• Topic Control Measure (TCM) is defined as attempts of participants to impose a 
topic of conversation. In any conversation, whether it is focused on a particular is-
sue or task or is just a social conversation, the participants continuously introduce 
multiple topics and subtopics. These are called local topics. Local topics, following 
the notion put forth by Givon ([8]), may be equated with any substantive noun 
phrases introduced into discourse that are subsequently mentioned again via repeti-
tion, synonym, or pronoun. Who introduces local topics into conversation and who 
continues to talk about them, and for how long are some of the indicators of topic 
control in dialogue.  

• Cumulative Disagreement Measure (CDM) has a role to play with regard to 
influence and pursuit of power in that it is possible that a person in a small group 
engages in disagreements with others in order to control the topic by way of identi-
fying or correcting what they see as a problem ([5], [13]). While each utterance 
where a participant disagrees with another is a vivid of expression of disagreement, 
we are interested in a sustained phenomenon where participants repeatedly disa-
gree, thus revealing a social relationship between them.  

• Involvement Measure (INVX) is defined as a degree of engagement or participa-
tion in the discussion of a group. A degree of involvement may be estimated by 
how much a speaker contributes to the discourse in terms of substantive content. 
Contributing substantive content to discourse includes introduction of new local 
topics, taking up the topics introduced by others, as well as taking sides on the top-
ics being discussed. As previously defined, a local topic is a concept or a thing or 
an event referred to in a conversation, and is typically introduced with a noun 
phrase (a name, noun or pronoun).  
 



• Network Centrality Measure (NCM) is the degree to which a participant is a 
“center hub” of the communication within the group. In other words, someone 
whom most others direct their comments to as well as whose topics are most wide-
ly cited by others.  

• (Measure of) Argument Diversity (MAD) is displayed by the speakers who de-
ploy a broader range of arguments in conversation. This behavior is signaled by the 
use of more varied vocabulary, including specialized terms and citations of authori-
tative sources, among others. A person who uses more varied vocabulary and in-
troduces more unique words into a conversation is considered to have a higher de-
gree of Argument Diversity.  

• Tension Focus Measure (TFM) is defined as the degree to which a speaker is 
someone at whom others direct their disagreement, or with whose topics they disa-
gree the most. Similar to Network Centrality Measure, Tension Focus reflects the 
actions of other members of the group towards the speaker.  

• Social Positioning (SPM) is a sociolinguistic behavior defined as a degree to 
which the speaker attempts to position oneself as central in the group by commit-
ting to some future activity and by getting others to confirm or re-affirm what the 
speaker stated, as well as what the speaker already believes. This behavior is re-
flected in the speaker’s conversational moves that aim at increasing their centrality 
in the group. 

• Involved Topic Control Measure (ITCM) is defined with combined measure of 
Topic Control and Involvement. This measure identifies speakers who are both 
highly involved as well as control topics under discussion to a greater extent than 
other speakers in the group. 

By computing the score of each measure, we obtain a full ranking of participants on 
each sociolinguistic behavior. The measures used to compute Pursuit of Power are 
ITCM, CDM, TFM and SPM. Measures used to compute Influence are TCM, CDM, 
NCM and MAD. We shall elaborate this further in Section 5. 

3 Correlations between the measures and human assessment 

We computed the correlations among our proposed measures of Influence and Pur-
suit of Power. As described before, Topic Control Measure (TCM), Cumulative Disa-
greement Measure (CDM), Network Centrality Measure (NCM) and Measure of Ar-
gument Diversity (MAD) are calculated for Influence. Involved Topic Control Meas-
ure (ITCM), Cumulative Disagreement Measure (CDM), Tension Focus Measure 
(TFM), and Social Positioning Measure (SPM) are combined to predict Pursuit of 
Power.   

Table 1 shows the correlations between all proposed Influence measures and pro-
posed Pursuit of Power measures. We note that Cumulative Disagreement Measure 
correlations are lower than the other measures for influence, pointing to evidence of it 
being the discriminant variable. We have observed similar correlation patterns across 
the sessions we have looked at. Computing the correlation against human rankings 
elicited using survey questionnaire provides us with evidence that indeed the pro-



posed behaviors are measuring the correct phenomena. The correlation between rank-
ings produced by annotated data and ranking induced by participant ratings holds 
quite strongly across a significant proportion of data sets in our corpus with an aver-
age of over 0.80 Cronbach’s alpha. 

 
Influence NCM MAD TCM CDM  Pursuit of Power ITCM CDM TFM SPM 
NCM 1.0     ITCM 1.0    
MAD 0.86 1.0    CDM 0.78 1.0   
TCM 0.98 0.86 1.0   TFM 0.67 0.91 1.0  
CDM 0.58 0.59 0.48 1.0  SPM 0.7 0.88 0.67 1.0 

Table 1. – Correlation among measures of Influence and Pursuit of Power for a sample chat dialogue 

 
Using this evidence of high correlations among behaviors and their measures, as 

well as measures against human survey ratings, we can be confident about our ap-
proach in measuring and detecting Influence and Pursuit of Power. We demonstrate 
our evaluation and results in section 5. 

4 Linguistic Components on the First Tier 

The first tier of our system comprises a series of basic linguistic components that 
support models for computing sociolinguistic behaviors in the mid-level of Fig. 1. 
These models are derived from a corpus of online dialogues that includes chat and 
threaded discussions. The chat portion of the corpus, the MPC chat corpus is de-
scribed in ([14], [10]), consists of over 90 hours of online chat dialogues in English 
and Mandarin. The threaded discussions portion of the data consists of 70 asynchro-
nous thread discussions collected from public Wikipedia discussions in English and 
Mandarin. A substantial subset of the corpus was annotated using trained annotators 
who are native speakers of the respective language. Annotators were trained exten-
sively so that inter-annotator agreement level was sufficiently high (0.8 or higher 
Krippendorf’s alpha). The annotated data was used to train the linguistic components 
and to calibrate mappings from linguistic components to sociolinguistic behaviors that 
constitute the first tier of our system. Space limitations do not allow us to discuss the 
first tier mappings here; instead, we briefly describe the key linguistic components 
involved: (1) communication links between participants, (2) dialogue acts, and (3) 
local topics in conversation. 
Communication Links  

It is important and very challenging to determine automatically who speaks to 
whom in multiparty discourse. In our annotation process, we ask annotators to classi-
fy each utterance in the chat by marking it as either a) addressed to someone or eve-
ryone; b) a response to someone else’s specific prior utterance; or c) a continuation of 
one’s own prior utterance. Using annotated data from this layer of annotation, we can 
train a communication link classification module, which uses context, inter-utterance 
similarity and proximity of utterances as some of the features in a Naïve Bayes classi-
fier to automatically classify utterances in one of the above-mentioned three catego-



ries. The current performance of this module is 61% accuracy as measured against 
annotated ground truth data.  
Dialogue Acts  

We have developed a hierarchy of 15 dialogue acts in order to annotate the func-
tional aspect of an utterance in discourse. The tag set adopted is based on DAMSL 
([1]) and SWBD-DAMSL ([9]), but compressed to 15 tags tuned towards dialogue 
pragmatics and away from more surface characteristics of utterances. A detailed de-
scription of dialogue act tags and annotation procedure has been described in a sepa-
rate publication. Some dialogue acts that are note-worthy are: Disagree-Reject, Offer-
Commit, Confirmation-Request, Assertion-Opinion. Annotated data from this process 
is used to train a cue-phrase based dialogue act classifier adapted from Webb and 
Ferguson’s ([18]) approach, which currently performs at 64% accuracy. Our Cumula-
tive Disagreement Measure (CDM) is calculated using the proportion of disagreement 
dialogue act utterances detected for each participant by this automatic module.  
Local Topics  

Local topics are defined as nouns or noun phrases introduced into discourse that 
are subsequently mentioned again via repetition, synonym, or pronoun. Annotators 
were asked to mark all nouns and noun phrases of import from the discussion. We use 
Stanford part-of-speech tagger ([17]) to automatically detect nouns from text. Prince-
ton’s Wordnet ([12]) is consulted to identify synonyms commonly used in co-
references. Since POS taggers are typically trained on well-formed text, performance 
of POS tagging on chat text – where grammar may be disorganized, use of abbrevia-
tions and symbols etc. may be quite frequent – would affect the accuracy of POS 
tagging. Our automatic local topic detection module performance is at 70% in the 
current system prototype.  
 

We note here that it is not the goal of this research to develop the best computa-
tional modules such as POS taggers or the most accurately performing dialogue act or 
communication link classifier. In spite of the shortcomings in modules that support 
our index calculations, we are able to achieve very robust performance in our intend-
ed task of modelling complex social roles. This is because we base our claims of so-
ciolinguistic behavior on repeated counts of each linguistic phenomenon over the 
length of entire discourse. When computational modules such as local topic detection 
fail, such errors are systematic, and would be replicated consistently for each partici-
pant. If the count for each participant were not fully accurate, nevertheless, the distri-
bution of counts for all participants would still hold, thus giving us the desired rank-
ing or the degree of sociolinguistic behavior for each participant.  

Having multiple indices for each behavior helps us account for the error introduced 
from our automatic modules. If the predictions on individual indices are not always 
consistent, we can still combine them into a single output by using different weighting 
schemes, albeit with lesser confidence. In order to validate our proposed indices and 
measures, we analyzed their correlation with each other, both from human annotated 
data as well as our automatic process, as we shall discuss next. 



5  Evaluation and Results 

We compute the scores for each participant for all proposed measures. Although we 
have a full ranking of participants, both from survey ratings, human assessment as 
well as system output, we are only interested in participants who have the highest 
Influence and Pursuit of Power. This means, the top-ranking participant on both rank-
ings should match in order evaluate system performance. In cases where the top two 
individuals are quite close in the survey scores, we may consider top two participants. 

We calculate the Influence and Pursuit of power score for all participants by taking 
the mean of our measures and deriving an Influencer and Pursuit of Power score for 
each participant. We devised a weighting scheme that reflects the evidence found 
from our analysis of correlations against survey ratings. So, the weighting scheme for 
English dialogues is: 

 
Influencer score = (αTCM* TCM) + (αCDM* CDM) + (αNCM* NCM) + (αMAD* MAD) 

Where αTCM >αNCM >αMAD >αCDM 

PoPScore = αITCM*ITCM + αCDM*CDM + αTFM*TFM + αSPM*SPM 
Where: αSPM < αITCM = αTFM < αCDM  

Similar combinations are derived for Chinese chat dialogues as well. For different 
data types and different languages, we have learnt different weighting schemes where 
the sociolinguistic behaviors may be combined differently to compute scores. In es-
sence, the higher the correlation, the greater the weight given to the measure. As ex-
pected and shown in Table 2, different correlations hold across languages – hence 
possibly cultures, since the participants are native speakers. Where the scores are 0, it 
signifies that the behavior is found to not correlate well with the other measures that 
comprise the phenomena being modeled; hence we do not include these behaviors 
while taking linear combinations.  

 
Weights TCM ITCM CDM MAD TFM SPM NCM 

English Influence 0.75 0 0.15 0.4 0 0 0.5 
Chinese Influence 0.75 0 0.1 0.75 0 0 0.4 

English PoP 0 0.1 0.6 0 0.1 0.09 0 
Chinese PoP 0 0.08 0.08 0 0.84 0 0 

Table 2. Weighting schemes for combining social behaviors learnt from correlation analyses 

Table 3 shows performance accuracy of our automated system in detecting the top 
influencers and those who pursue power in group dialogues, computed across lan-
guages and compared to a random selection baseline. We could choose another base-
line, such as selecting the participant with the most turns as an Influencer, etc.; how-
ever, we see similar performance for such baselines as the random one. The un-
weighted model represents the first approximation, untrained option of the system. 

 
 
 



 
Performance BaseLine Without 

Weight 
With 
Weight 

English Influence 17.85% 71.4% 78.5% 
Chinese Influence 12.5% 69% 90% 

English PoP 10% 52.6% 84.2% 
Chinese PoP 5% 60% 73.3% 

Table 3. Performance accuracy against random baseline, with and without weighting scheme 

6 Conclusion and perspectives 

We have shown a novel, robust method for modeling social phenomena in multi-
party discourse. We have combined established social science theories with computa-
tional modeling to create a two-tier approach that can detect high-level sociolinguistic 
phenomena such as Influence and Pursuit of Power in language with a high degree of 
accuracy. In future work, we have planned for a larger scale evaluation, testing index 
stability, and resilience to errors in automated language processing, including topic 
detection, coreference resolution, and dialogue act classification. Current performance 
of the system is based on versions of these linguistic modules, which perform at about 
70% accuracy, so these need to be improved as well.  

The advantage of applying a two-tier approach is that we can add or remove mid-
level sociolinguistic behaviors efficiently when applying our models to different data 
types and languages. This would be impractical in a straightforward machine-learning 
approach where one can add all features to a learning algorithm to decide how fea-
tures may best be combined. A machine-learning approach modeled directly on lin-
guistic features would not be easily transferable to other data types and could prove 
brittle. Some measures turn out to be more predictive in a given data genre, and when 
applied appropriately, perform well at predicting phenomena as rated and understood 
by human assessors. We note that there may be some variance as to how humans 
perceive the concept of Influence and Pursuit of Power and rate a participant based on 
their intuitive notion of the concept. The fact that we have multiple indicators in the 
form of measures helps us overcome the potential variance in this perception.  
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