
Inmas Data Science Workshop Instructor :Christian KuenmateTAS : Panik Fuentes - KeathanPatrick Martin
Dates &Times : - Ir

,
March B : 2- 5

pm
ET

- Sat
,
March20 : o 9 - 12 am ET

° 2 - 5 pm
EF

- Sun
,

March 21 : o 9 - 12 am EF

Goals :
0 Use computational tools to learn from data
↳ Intuition for their power & challenges

0 Gain intuition of geometry of high - dimensional spaces
° Learn to use Python

.

to app y
these techniques



What is Data Science?

[Tukey ' 62J :
"

Data Analysis
"

: as an empirical science :
' Procedures for gathering data, interpret date
. Uses mathematical statistical

-

"

reliance upon
the test of experience as ultimate

standard of validity
"

Our focus : Prediction instead of Inference

"

machine learning
" "

artificial intelligence (AI)
"



Common Task Framework
.

.

° Public
' '

training
"

dataset : list of observations with labels
• Competitors with common task to infer label prediction

rule from training data
° sa¥t Referees, report accuracy of prediction race

applied to (hidden) testing dataset.

E "

.

YM Netflix (20606-2008)
mage

Net

other aspect :
- Available computer hardware

. Better software framework



Goal: Learn from data
.

A) Ex
.

.

.

- Predict salary of professors based on discipline, employmentLength
-Detect spam e-mails based on large set of spam Kon -spam e-mails .

Supervised learning

b)
"

leaving without teacher
"

: Find meaningful data representation ) summary
Ex :

- Find categories among pictures on phone
- Visualize complex genetics data to be interpreted by humans

Unsupervised learning



Theframeworkofstatistc.cat/earning-
° X e RIK = domain set ( e.g. space of all 6¥64 RBG pictures)
o Y oR9 : target set I set of labels
° Let D be a prability distribution

X - Y
.

A sesame we are given a training set S : = ft; , y,?÷dD
° Goal : Find a predictor / classifier function h:X→ y

that minimizes the expected risk Loth) : = tfzflly,HAD]
where l : Y x Y→ Z is a given loss terror function

Learning algorithm :
- Specific algorithm that maps

S to a specific function In E F
f a hypothesis space F⇐ Eh :X → y} based on the information

of training set S .



Many learning algorithms amount to : Empirical Risk Minimization

in = qq.mj.at?IllyiihGiD
Example : linear Regression ( g

-

-
t )

o Uy ,
a) ' = ly - 25 + Ff8lM8>

° F :
= ( x- B. + ex ,

P> ,
Boeh

, B
-

- ( Ep! ) ERIK) .

Using ERM ,
we obtain

vi.Pi ) - gagmen EEE
:(B' ex:P > -yip

= .FI#'EnEEHxp=y,
El !!

i) *
exercise (⇒

-

if Ty ) idea ↳ Chi ) Latin ) - small
if represents D well



Bias - Complexity Trade- off
#

How to choose F?

Louis - minn Lady
-

- Kochi -bdho-D.to#-mniubdDl8Yih%deatimhg7Iqoqmgi↳ ( h)
estimation error approximating

a n
generalization

and

minimizer of expected risk estimation

over hypothesis space 5-
error

Model complexity of F
>

"

under fitting" "

overfishing
"

I %.
Xo

'

/ -



Prepgassing : If domain set at Xc Rk
,
we can

define a feature map
to :X→ Ic Rl

( with keel )
,
consider

5 = ( flail , yi) i! instead of S -- ha
, y;) ?,

E o Polynomial features : E. g . if k= 1
,
le 5
,

Ekta , i. i. +3×4
→ Often improves expressive power of a learning model) .
° EH -

- lag (x)



Controlling Model Complexity via Regularization
° Modify learning algorithm for same hypothesis spaceF.

For A > 0
,

ii. =
:.mil?.!.?...:Ys?!k!Hntem

"

I#Rch) is a term that
"

quantifies complexity
"

of htt.

o Compared to ERM ,
the term ARG) penalizes too complex

instances of F .

Q : How to choose 1 ?



1
.

d e Regression 1 :

"

Regularization parameter 's
- Choose space f

'

linear functions
• Choose regularization term f.

'

hi) : -= ftp. Hh!
⇒ E- Bain ) =qq.im#:yCZIKE-yiE4XlPlEY--lxTx-ahI)-'

x'Ty)
• If 1=0 :

→ linear regression

• If he→ co : coefficients § "

shrieked to O
"

° X in between : balancing fit of the linear model and size ofcoefficients .

. Strong connection to hypothesis set : FEEL:B
'

R :hH=eE⇒
s.t.HR/ae-t3



2. Sparse Regression
.

• If features are designed to
"

explain
"

the target variable

as a linear combination of few features (
e.g,
see k)

Issara : = {h : →tf. h = epis ,
St

. Kpho e- s)
where HP Ho = ¥

,
Help, toy is nr

. of non - zero coefficients

a Problem
:
ERM

on f
sparse

in Np, hard
of BERK.

↳ computational challenges !
- Possible approach : lasso Regression :

E- grg.in#enEEkAf-ylk2-sAllBl4 ) #
° ¥) has na closed form solution

,

but is a convex optimization problem .
t



.

• With respect to original class I.sparse:

Generalization error = optimization error -1 estimation error + approximation error

o Alternative algorithm : Orthogonal Matching Pursuit
o

' '

Greedy
"

algorithm .

• Sparse regression : Strongly related to problems in signal and image processing :
o Speed - up of MRI measurements
° Interpolation of geophysical data (

Bu


