
Classification Problems

Examples .

.

o Fraud detection in credit card payments
° Categorize digital images : dog ,

coat
,
human

. Supervised Learning :
o X o Rk : domain set

o Y c N : finite target set, INI
-

-

q
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. Add midget lasso type -regularization term ith position

• Optimization is non- trivial
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K- Nearest Neighbors
let York
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Let d : xxx→ R be a metric
,
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i -the closest member of £ to x.( art . metric d)
Algorithm : Input Training set f- Isis #¥7 , parameter K .

Output : Function has :X→ Y such that hslx) is
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Feature selection : Natural language Processing
⇐ How to work with text data? Is

spamlao detect

↳ categorizing test items
"

document
"

according to topics
x =

"

Michael Cokes walking his dog in his
neighborhood .

" I
1. Tokenice : t

"

Michael
"

,

"

likes
"

,

"

walking
"

,

"

dog
"

,

"

sin
"

.

"

his
"

,

"

neighborhood
"

2
. Build dictionary : Do this for all documents x of interest.

"
Aaron

"

,

" Amsterdam
' '

,

"
am

"

.
.

. .
. .

"

his
"

,
→

"
Michael "

.
. . .

'

balking ". . .. ,
"
zebra

"

.

List of at words
3

.. Encoding : a) Count how often each ward Hokan in x oceans
,
create

sparse vector in Rd: I
w

I:D → Rd
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Modifications can include:

0 Removal of very common words such as
"

in
'

:
"the"

o

' '

n - grams
"

:
Use

"

Michael likes "
,

"likes walking
"

,
etc

.
as tokens

④ Better semantic understand ( " 2 -
gram

")
-0 Computationally more challenging as dictionary dimension d is Cager.

b) Term .

- Frequency - Inverse . Document Frequency riff -SDFJ
Choose ITH

w
= freqw . ( log t)

freq : frequency of word w in document x
d : total number of words
Nw : nr . of documents containing ward w.

④ scales down importance of words that are common aroross documents
.


