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o Advances in computing technology : Use GPUs
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Modifications / arians : in!÷stt⇒
o Constrain weights to have certain properties : Convolutional Neural Network (CNN)
good for imaging problems (enforces spatial invariance)
° onnections : > often less overfilling

o ( N ax / Average) Dooling :Reduces nr. of parameters,avoids overfitting

0 Dropout : Drops (at random) connections

between layers in training phase
O Bataan: ormalizes input of a layer,
↳ faster training , setter generalization

•

Eepooh:. One pass through entire training data set.



Example : Convolutional 3×3 filter
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Reduction from 7×7=49 parameters to 5×5=25 parameters


