
Workshop Instructor :Christian KoemmaleInmas Machine learning TAS : • Lantau Ji
- Vittorio Loprinzo

• Salma Tarmoun
• Sicken Yang

Goals :
o learn to use computational tools to learn from data
↳ Intuition for their power & challenges

☐ Gain intuition of geometry of high - dimensional spaces
☐ Learn to use Python to appy

these techniques



What is Data
.

Science? .

.

[Tukey * 62J :

"

Data Analysis
"

as an empirical science : .
- Procedures for gathering data , interpret data
- Uses mathematical statistics
-

"

reliance upon the test of experience as ultimate standard
of!dia-

"r -Foo:* : Prediction instead of Inference
.

?

- focus of
"

statistics "

.

fast 15-20 years : Leak to technological advances in

pattern / image recognition ,
machine translation

,
targeted advertisement

,

(seem;-) autonomous cars
.
. .

.

""

machine learning ,

"

orficicial intake'gence(AT



Commontasktramework:[Liberman '

10
,
Donoho]

☐ Public
"

training
"

dataset : List of observations with labels
label

☐ Competitors with common task to infer1- prediction rule from training data

☐ ↳ Referee
, reports accuracy of prediction

rule
submit to

applied to hidden) testing dataset
.

Ex : - $1M Netflix prize (2006-2008)
' ImageNet

Other aspects : . Available computer hardware
. Software / communication frameworks facilitating reproducibility



Goal: Learn from data
.

A) IX. •• - Predict salary of professors from employment data

- Defect span e-mails based on large set of spam /non -spam e-mails .

Supervised Learning

b)
"

leaving without teacher
"

,

finds meaningful data representation / sommary
Ex :

- Find categories among pictures on phone
- Visualize complex genetics data to be interpreted by humans

Unsupervised learning



Thetvameworkofstatisticallearning
images with fired

0 X CR
"

: domain set ( e. g. space of loisel number)
☐ Y CRY : target set / set of labels leg . 4=8,93 if spam/

non -span0 Lot D be a probability distribution on ✗✗Y rlassrfocati,

Assume we are given atra-igsd-S-r-f-i.y.fi?iiEthDoGoaIFind a predictor /classifier function h : ✗ → 4
that minimizes the expected risk ↳(h) :=#→[llY, ha))]
where l : 4×4 → Z is a given loss /error function

. Learning Algorithm :
Specific algorithm that maps S to a spelcific member function
tin C- F of a hypothesis space Fah :X→ 4) based on
the information dy S .



Many learning algorithms :
'

tin = qoggif-IE.li/yi,hG-i#
Empirical Risk Minimization

1¥ . linear Regression : o fly, a) = ly - et
☐ F:-[ + → prank , Pooh .pt?L)eRY

=

Bias - Variance Tradeoff :

Laid - min load =/↳Chit - ↳ the) + (Loche) - main coastin

generalization error
-

approximd-ia.tl#estimation error
hp = argmiw ↳(b)#osmalbrifJ.org#hC--J0 induced by choice Is ice

ofs
0 For fixed simple size/51

,

larger if F large



Cross Validation : error
est
. error

Goal : Reduce bias induced by training sets. y☐ Fair comparison only if : Strain ,
Safest ~D approx.

[ used in [used far >

learning method evaluation Model complexity off
☐ K- Fold Cross validation S

validation£an""
Muthu Fdd '

Saadat
.az

Rch) a term that
strain
,
str.tv#Ht%Fd.dl quantifies

"

complexity
"

1 ;
of he 5-

1-1 Fold 5 µ > 0

contrdtiagmodalcample.si/-ycia-Reguaoia-ion
"

Regularized
loss minimization

"

tin : = €¥€§"lGi,hG;D -1 ftp.fhl)
(RLM )



Ridge Regression : Linear Regression with RA) = 11B¥
. fucose space f Linear functions

. ☒ fti) : -= 1*11311-111
.

⇒ p¥n)= argmi ¥, 11¥'s -y +11pA}BE ¥4

= ¥x+✗I)"XYy)
☐ If 7=0 : → linear regression
☐ If 4 → co

: coefficients §
"

shrieked to 0
"

.

☐ ✗ in between ; balancing fit of linear model and size of cocfficents .

• Strong connection to hypothesis set F+ : = In
.
:R1→☒ : H:*)=⇐R× > sit

. 1)BDz⇒
-

bound on
coefficients



Cross Validation : Idea : Reduce bias induced by training sets .

☐ Fair
comparisons only if: Strain

, State -D
[ used in learning

Used for evaluation only
method

☐ K - Fold Crossvalidation Svalidatioy
.

StrainÉ¥ÉÉ¥KFdd1 \ Used for
Strain
,

Fold 2

Food:S /
⇒ "

Model Selection
"

Controlling Model Complexity via Regularization
0 Modify learning algorithm for same hypothesis space F : For some 4>0

,

Ty : = argmin
wef ¥!!! + %R# Red atom that
-

regularization team quantifies
"

complexity
"

x of he F.
regularized loss minimization

"

( RLM) ,

b. Compared to ERM
,

term ARCH penalizes too a*p6x instances of F.



High Dimensional Geometry
Q :

How doo ×
, ,
✗f- Rd ,

d > > I relate to each other when
"

generic
" ?

• 1- dim -Gaussian :☒ . d- dim :Gaussian :

d--2 ☒ 11×11- id ± OH
⇒ All very far from origin /

• If 4.x, c- Rldindep .

d- dim Gaussian

⇒ think -
""Éoist

.

& large .



Preprocessing : If domain set st
.

✗ CRY we can

define a feature
map to :X → E°*%ftcn withKee b)

W

such that 5- ( tlx ;)
,
Yi)i=
,

is used as training set .

E*_ Polynomial features .

E.
g,
if Kel

,
l=J

:

¥18) = ( x
,

Eh
,
×? ✗ 4×5)

.

>Often improves expressive power of a learning model !



2. Sparse Regression
• tf features are designed to

"

explain
"

the target variable
as a linear combination of / few features leg , Kent , we can use

FEP
""

:= {h :R→R : hfj-efx-s.lt . " Pollo 't}
,

where I /pho = §? Hap;µg is the number of non - zero coefficients off .

• Problem
:
ERM on FER

"

is NP-hard

↳ computional challenges !
• Possible approach : Lasso Regression :

Bn = orgmin HAP-yÑ + 211pA,
Pete

• Unlike linear / ridge regression ,④ has no closed form solution ,
but convex optimization problem e well-established theory /methods exist.



• With respect to original class Fsparsek :

a

Generalization error = optimization error -1 estimation error + approximation error

f


