
Artificial Neural Networks
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- 1950 's : Perceptron :
1st numerical scheme to use in classification
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- Since -2007. 0 Efficient training , Regularization
☐ Advances in computing technology : Use GPU's

☐ Outperformance of traditional learning methods
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Than :[Hornik
, Cybankif. Every measurable function can be approximated

by a neural network with atleast 2=2
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Practical Question :

Sigmoid# a☐ How many layers L?
0 Which loss function l ?
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0 How to
"
train

" ? • Stochastic Gradient Descent

. Adam



Modifications / variants :
• Constrain weights to have certain properties : conrolati-onaCNeura.CN/-waks(CN#
good for image problems (enforce spatial invariance) .

• Fewer connections → less overfitting
• (Max / Average)Pooling :"

Reduces spatial sonority
• Dropout : Drops (at random) connections
between layers in training phase

• Batch normalization : Normalizes input of a layer
↳ faster learning , better generalization

Epoch : One pass through entire training data , learningRate : Stepsize of
GSGD


