
Clustering
Task : Find clusters / subgroups in a dataset six

.
..
.HeRIP.

° Samples within subgroup similar (homogeneous
o Samples in different subgroups

"

distant / heterogeneous from each other .

I± . Customers of a company→ grouping for targeted marketing .

• Biology : Find groups of genes .

Q
.

. What notion of similarity ? "

Unsupervised learning
"

:
. Precise definition

. No subset of data with
"

correct
"

classification )groupingNote : Fundamentally different from available
.

classification problems!



K- means clustering: [Steinhaus '56, Lloyd '57]
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Observation : K- means with is NP-hard for kz2
.
[Drineasetal . '04T
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Lloyd 's algorithm (often called
"

k-means
")
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° Finds local optimum of ¥
0 Works well for "

convex
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To consider :

° How to choose ur
. of clusters k?

• Which distance to choose (geometry of underlying space)?
° Initialization : If prior knowledge available , → might be better than.↳

.

° Needs a lot of pairwise distances
.

If no> 105 or so
,

slow→
"

Mini batch KMeans
"

Other clustering methods :

Spectral Clustering :
Based on Laplacian of similarity graph ..

- Hierarchical Clustering : Creates trees



How to choose parameter
"

K
"

in practice?
One option : Ron Lloyd 's algorithm for k= 1,2
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