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Introduction Progressive Recovery in Data Centers |IP Address Consolidation and Reconfiguration in Enterprise Networks

Performance Evaluations

Percentage of subnets to be changed for a conflict-free merging of E, and E,
— Number of subnets that needs to be changed varies from 6-8%
— By changing few subnet addresses the enterprises can effectively remove all conflicts

— The amount of change needed does not vary significantly with the increase in merging
fraction

« Because of the highly skewed nature of the subnet distribution in these enterprises
« Percentage of subnet entries reduced after the consolidation process
— Reduce the subnet entries by 80-90%
— The subnet consolidation is also effective even within an enterprise

— The amount of improvement does not change significantly with the increasing merging
fraction - skewed nature of the distribution

Resolving IP ranges overlaps and conflicts

— IP subnet change .

» Need to coordinate changing firewall rules,
DNS entries, proxy servers, load balancers,
etc.

— Network Address Translation (NAT)
NAT an alternative solution to IP change

Introduction

* Private IP addressing is used inside
enterprise networks

Different enterprises or even different
locations/business units of the same
enterprise use the same IP address ranges .

— As long while those networks are separate * Some applications don’t work natively with
NAT; additional administration cost

Networks may use many dis-contiguous IP
address ranges

— Increases the size of the routing tables

— Makes routing integrity verification difficult

Misconfiguration Problem

 The vendors often advertise five .
O’s or better availability

 But, too many downtime
episodes, to meet these goals.

* Substantial impacts in many
areas: .

— unsatisfactory online customer
experience, lost revenue,

Why Downtimes?

Misconfigurations:

— inadequate or flawed operating procedures
coupled with hardware and software
misconfigurations and human mistakes,

3-layer Interdependency
Framework .

Contribution

» Characterize data center users
based on their service
requirements, and divide them in .
different types.

» Goal: Maximize #requests served
during the entire recovery process.
« Considerations

— Interdependencies between various
services & servers (or server features)

— ad-hoc procedures are used in the first place,

or Layer-1 or user layer

consists of different types of

user requests : L .
_ « During mergers and acquisitions, or
« Layer-2 or service layer

) ; : network consolidations within an enterprise
ConS_|StS of the set o , — Overlapped and conflicted IP segments
services that the enterprise (subnets) arise frequently

provides « Result in misrouting or endless looping of .
. Layer_3 or server |ayer traffic if not corrected

— ad-hoc fixes are implemented to fix problems.

Failures:
— hardware failure,
— operating system or software failure,

— lost customer goodwill, — intrusion, virus outbreak, or The problem is further complicated in case

— natural disaster of partial merger

— high infrastructure & operational costs

— Multiple types of user requests
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Testing some services require
simultaneously running tests from multiple
stations

— Web client > depends Case 2 and 3: Each worker has

on the front and back . : ¢
end servers for email expertise to restore servers of certain

services group or set of groups

— Uptime of user requests does not increase
consistently with the increase of the number

« The availability of human resources with the

_ nry e Step2: Resolve another level of conflicts that may arise due to the consolidation phase
desired expertise is limited

— Removing conflict due to the consolidation

signalling and Focus
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— After the coalition formation stage there may be some overlapping summary addresses
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because of the inter-dependencies
components

— Precedence constraint

* Accurate dependencies are not  Simulations are done based on real-world data from two
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