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Memory: 3D Memory and 3D XPoint Accelerators: FPGAs and GPUs

Challenges Modeling 3D Memory

¢ Timing Parameters of 3D memory are:

Traditional challenges still exist

Row activation overhead
*  tywue accesses to different vaults

Low page hit rate

*  tayer: accesses to different layers in a vault

M . . .
- Optimizations specific to 3D Memory LZI;;'SY *  tpank accesses to different banks in a layer in a vault
+ Structure and organization Vault *  trow: accesses to different rows in a bank
« Access pattern of the application Memory *  ter accesses to different columnsin a row

Controller

Data layout in the memory Processors

Signal Processing Graph Analytics

* 2D FFT: Row phase (sequential) and Column phase (strided) * 2 Level Main memory:
* High bandwidth, small capacity scratchpad
* Trade row activations for on-chip memory * Low bandwidth, large capacity DRAM (DD[:‘S;IA)
+ Exploit parallelism at all levels: Inter-Layer Pipelining and Parallel Vault access * Trade DRAM accesses for Scratchpad accesses _
* Reuse data in scratchpad B lemen B Slement

Exploit large number of banks: Hide teoi, trow, thank
* Optimized data placement for graph processing  computation

L . . . . . . Unit (CU)
« Optimized data layout for 2D FFT on 3D memory 2X to 3X reduction in algorithm iterations
* Streaming data sequential and strided accesses * 17X to 2.7X reduction in DRAM accesses
+ O(N) on-chip memory for NxN problem size * 14X to 2x improvement in total memory
+ ¢ x reduction in on-chip memory against state-of-the-art for ¢ columns in a accesses
bankrow ) o o ) TABLE VI: Iterations for BFS
¢ 2 X to 4 X improvement in execution time on limited on-chip memory
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