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Application Layer

App users write applications in
high-level languages

languages

2. High-level Synthesis
High-level synthesis (HLS)
compiles app into an
intermediate representation (IR)

High-Level Synthesis

Low-level Debugging

Involves lengthy verification and cycle-by-
cycle analysis of signal waveforms

Overlay Abstraction Layer

Overlay appears to app as a
reconfigurable circuit of app-

Limited Reuse 3. Overlay Selection

Device-specific bitstreams and vendor- level resources > HLS selects or synthesizes an
specific tool flows inhibit design reuse ﬁ‘éf:fyy overlay that can support IR’s
il resource needs

FPGA Layer

Lengthy Compilation Overlay built on FPGA and

Large designs may take up to days/weeks abstracts FPGA resources
to place-and-route on FPGAS

4. Overlay PAR
IR is virtually placed-and-routed
(PAR) on overlay at runtime

Productivity Advantages Other Features Results

Supernets Intermediate Fabrics Selectively Enabled (Direct) Speedup Overhead
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_ Design Reuse
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i | * Tailored interconnect in Supernets are up to 8.9x smaller than IFs
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Virtual bitstreams are portable to any FPGA that

supports its respective overlay instance Partial Subkey Guess
PP P Y * Overlays vs. RTL:
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M e Upto 70% lower area vs. separate datapaths (60% for system)

apply redundancy to application circuit for reliability




