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g »  Develop a new cache model based on reuse time distribution and a novel concept of average eviction time (AET) to construct miss ratio » Investigate theory and practice for hugepages and exploit huge pages to reduce TLB pressure. The two classes of pages, regular or huge, introduce a
> curves effectively [1]. Focus on in-depth study of the hypotheses behind the model and develop theoretical foundation for sampling. new challenge to the AET model with nonuniform miss penalties and block granularities. We propose a study on composability of AET-based MRCs
C  Conduct a systematic comparison of recent cache models with respect to their assumptions of access distribution: the reuse distance-based and examine the Impact Of_ different page sizes and miss penalties [4]. o S _ _
._qa’. models such as SHARDS and Counter Stacks, and the reuse time-based models: the footprint theory, Statstack, and AET [2]. » Research theory and practice for key-value memory cache management and Its interaction with hypervisor-level dynamic memory management [5].
®) « Study theory and practice for hardware cache partitioning. Develop effective online miss ratio curve approaches that exploit the recent V}:/e Propose 0 Sevelop manlegementl alg?rltgrzs for d_'St”?Uteld memory cache, taking gdvantage of composability of the AET model, and investigate
Intel Cache Allocation Technology (CAT) [3]. the interaction between application-level and hypervisor-level memory management [2].
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