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ABSTRACT

In the analysis of histopathological images, both holis-
tic (e.g., architecture features) and local appearance features
demonstrate excellent performance, while their accuracy may
vary dramatically among different inputs. This motivates us
to investigate how to fuse results from these features to further
enhance the accuracy. Particularly, we employ content-based
image retrieval approaches to discover morphologically rele-
vant images for image-guided diagnosis, using both holistic
and local features. However, because of the dramatically d-
ifferent characteristics and representations of these heteroge-
nous features, their resulting ranks may have no intersection
among the top candidates, causing difficulties for traditional
fusion methods. In this paper, we employ graph-based query-
specific fusion approach where multiple retrieval ranks are in-
tegrated and reordered by conducting link analysis on a fused
graph. The proposed method is capable of adaptively com-
bining the strengths of local or holistic features for different
queries, and does not need any supervision. We evaluate our
method on a challenging clinical problem, i.e., histopatholog-
ical image-guided diagnosis of intraductal breast lesions, and
it achieves 91.67% classification accuracy on 120 breast tis-
sue images from 40 patients.

Index Terms— histopathological image analysis, breast
lesion, image retrieval, hashing, fusion

1. INTRODUCTION

Recently, digitized tissue histopathology for microscopic
examination and automatic disease grading has become a-
menable to the application of computerized image analysis
and computer-aided diagnosis [5]. Many methods have been
proposed to tackle this important and challenging use case,
by investigating object level and spatially related features and
employing learning-based classifiers [2] or content-based im-
age retrieval (CBIR) [14, 6]. In general, accurate analysis of
histopathological images requires to examine cell-level infor-
mation for accurate diagnosis, including individual cells (e.g.,
appearance and shapes [3]) and architecture of tissue (e.g.,
topology and layout of all cells [1]). These features cover
both local and holistic information, all benefiting the diag-

nosis accuracy of histopathological images. Therefore, the
complementary capability of local and holistic features natu-
rally raises the question of how to integrate their strengths to
yield more satisfactory results. However, their characteristics,
algorithmic procedures and representations can be dramati-
cally different, making them nontrivial to fuse. For example,
architecture features [1] are represented as a low-dimensional
vector of statistics, while local feature can be represented as
high-dimensional bag-of-words (BoW) [13] and compressed
as binary codes to improve the efficiency [16, 7].

Generally, fusion can be carried out on the feature or rank-
levels. In our context (i.e., differentiation of cancers), this
means to combine different types of features in a histogram
for learning-based classification, or to fuse the ordered result-
s from CBIR methods [4, 15] and then classify via majority
voting, both of which are fundamental problems. Unfortu-
nately, most existing fusion methods still have limitations for
medical image analysis, especially in terms of the robustness,
scalability and generality. For example, feature-level fusion
usually produces a new feature vector that has a higher di-
mensionality, e.g., concatenation of feature vectors. Howev-
er, when these features are heterogeneous (e.g., having signif-
icantly different dimensions and characteristics such as low-
dimensional architecture feature [1] and high-dimensional ap-
pearance feature [16] in histopathological image analysis),
feature-level fusion may not be able to effectively integrate
their strengths. On the other hand, rank-level fusion usually
needs to decide which features should play a major role in
the retrieval, which is quite difficult to determine online for a
specific input and a large database. Therefore, it is necessary
to employ relatively principled ways to fuse multiple (hetero-
geneous) features extracted from histopathological images.

In this paper, we focus on the rank-level fusion of local
and holistic features for the image-guided diagnosis of breast
cancer, i.e., differentiation of the benign (the usual ductal hy-
perplasia) and actionable (the atypical ductal hyperplasia and
ductal carcinoma in situ) cases. Particularly, we use content-
based image retrieval to discover clinically relevant instances
from an image database, which can be used to infer and clas-
sify the new data. Given image ranks (i.e., retrieval result-
s) obtained from different features, a data-driven and graph-
based method is employed for accurate, robust and efficien-
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Fig. 1. Overview of the proposed framework. Both holistic architecture feature and local appearance feature are extracted and
employed for image retrieval. The retrieval results are fused via the graph-based framework to improve the accuracy. Note that
majority voting does not work in this example, since two ranks have no intersection.

t fusion, by evaluating the quality of each rank online [15].
This method provides a unique angle for the fusion of multi-
ple types of information extracted from histopathological im-
ages, and is very different from traditional fusion approaches
based on voting or combining similarity scores. We validate
this proposed method on 120 breast tissue images from 40 pa-
tients. The experimental results demonstrate the accuracy and
efficiency of our framework.

2. METHODOLOGY

Overview: Fig. 1 shows the overview of our framework.
From detected cells, we extract both holistic architecture fea-
tures [1] and high-dimensional local appearance features [16]
(i.e., 10,000 dimensions), both of which are used for image
retrieval. To ensure the computational efficiency and scalabil-
ity, the high-dimensional feature is compressed as tens of hash
bits [16, 7]. Combining these complementary features is an
intuitive approach to improve the accuracy. However, directly
combining them at the feature-level may not be effective due
to dramatically different representations. An alternative is to
fuse them at the rank-level, i.e., retrieved images. The critical
issue is how to measure and compare the quality of ranks on
the fly, since fusion process should favor the rank with high-
er quality. As the similarity scores of retrieved results may
vary largely among queries and are not comparable between
different ranks, a reasonable approach is to measure the con-
sistency among the top candidates. Therefore, for each query
image, we construct a weighted undirected graph from the
retrieval results of one rank, where the retrieval quality or
the relevance is modeled by the weights on the edges. These
weights are determined by the overlap ratio (i.e., Jaccard sim-
ilarity coefficient) of two neighborhood image sets. Then we

fuse multiple graphs to one and perform a localized PageRank
algorithm [10] to rerank the retrieval results according to their
probability distribution. As a result, the fused retrieval results
tend to be consistent among different feature representations.

Fusion of Heterogeneous Features: The rank-level fu-
sion of heterogeneous features includes graph construction,
graph consolidation, and sub-graph selection [15].

Graph Construction: Given a list of ranked results or re-
trieval results by one type of features, i.e., the architecture
or appearance feature, we assume that the consensus degree
among the top candidates reveals the retrieval quality. There-
fore, we first build a weighted graph using the constraints de-
rived from the consensus degree. Setting the query as the
graph centroid, we use its k-nearest neighbors (kNN) as the
first layer of nodes in the graph, and kNN of kNN as the sec-
ond layer. Note that this setting is different from traditional
methods using reciprocal kNN, since such information is usu-
ally not available for medical image analysis, i.e., query is not
included in the database. Neighboring nodes are connected
by edges, whose weight can be defined as the ratio of their
common neighbors, i.e., Jaccard similarity, which reflects the
confidence of including the connected nodes into the retrieval
results. The weight between node i and i′ is defined as:

w(i, i′) = J(i, i′) =
|Nk(i) ∩Nk(i

′)|
|Nk(i) ∪Nk(i′)|

(1)

where |·| denotes the cardinality,Nk(i) andNk(i
′) include the

images that are the top-k retrieved candidates using i and i′ as
the query, respectively. The range of edge weights is from 0 to
1, with J(i, i′) = 1 implying that these two histopathological
images share exactly the same set of neighbors, in which case
we assume that they are highly likely to be similar.

Graph Consolidation: Multiple graphs, denoted asGm =
(V m, Em, wm), are constructed from the retrieved results of
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holistic and local features. They can be fused together in a
natural way, by appending new nodes or consolidating edge
weights of existing nodes in the resulting graph:

G = (V,E,w),with V = ∪mV m, E = ∪mEm,

and w(i, i′) =
∑
m

wm(i, i′) (2)

where wm(i, i′) = 0 for (i, i′) /∈ Em. The rational of this
fusion process is that though the rank lists or the similarity s-
cores in different methods or features are not directly compa-
rable, their Jaccard coefficients are comparable as they reflect
the consistency of two nearest neighborhoods. In other words,
this measure of consensus degree does not rely on the similar-
ity scores or any supervision, so it can be used and compared
for different retrieval results from holistic and local features,
ensuring the generality.

Sub-Graph Selection: After the candidates from both
holistic and local features are fused via the graph consolida-
tion, we need to rank them as per the relevance and select the
most similar ones. This can be achieved by conducting a link
analysis on the resulting graph to search for the PageRank
vector [10], in which the resulting graph is treated as a net-
work. Since this network is built by considering the retrieval
relevance, naturally a node is more important or relevant if it
has a higher probability to be visited. To compute the equi-
librium state of the graph, we define the |V | × |V | transition
matrix P as Pii′ = w(i, i′)/ deg(i) for (i, i′) ∈ E, and 0
otherwise. This matrix is row-stochastic, with the summation
of each row as one. In the intelligent surfer model [11], a
“surfer” probabilistically hops along the edges of G to differ-
ent nodes, according to the transition matrix P. Occasionally,
with a small probability 1− β, the surfer jumps according to
a fixed distribution over nodes π, which we set as πq = 0.99
and uniform otherwise, where q is the index of the query
node. We denote pti as the probability for the surfer to be at
node i at a time t and pt = (pti). The equilibrium state of p,
where a higher probability reflects a higher relevance to the
query, is obtained by the query-dependent PageRank vector
as a stationary point using the power method:

pt+1 = (1− β)π + βPT pt. (3)

Once p has converged, the histopathological images are
ranked according to their probabilities in p, where a higher
probability reflects a higher relevance to the query in this e-
quilibrium state of the graph. Using fused results, i.e., a new
list of histopathological images from both features, majority
voting can be employed for cancer differentiation. To sum-
marize, fusing heterogeneous features via graphs can signif-
icantly improve the performance of each individual feature,
without sacrificing the scalability and generality.

3. EXPERIMENTS

Histopathological images of breast-tissue for this study were
collected on a retrospective basis from the IU Health Pathol-
ogy Lab (IUHPL) according to the protocol approved by the
Institutional Review Board (IRB). All the slides were imaged
using a ScanScope digitizer (Aperio, Vista, CA) available
in the tissue archival service at IUHPL. 120 images (around
2250K pixels for each image) were gathered from 40 pa-
tients, 3 images per patient. 20 of these patients were labeled
as benign and others are actionable, based on the majority
diagnosis of nine board-certified pathologists. Leave-one-
patient-out validation is used to evaluate the accuracy of
classification.

We employ two features (holistic and local) as the base-
line for fusion. For holistic feature [1], the Voronoi dia-
gram, Delaunay triangulation, minimum spanning tree are
constructed and the nuclear density features are computed
to model “architecture” of breast tissue, resulting in a 48-
dimensional feature vector for each image. For local feature,
1500 to 2000 SIFT descriptors [8] are extracted from each
image to describe the cell appearance. These descriptors are
quantized into sets of cluster centers using bag-of-words [13],
in which the feature dimension equals the number of clusters.
Specifically, we quantize them into high-dimensional feature
vectors with length 10,000. For efficiency and scalability we
compress the high dimensional feature into 48 binary bit-
s with kernelized supervised hashing (KSH) algorithm [7].
Note that this binary representation is not compatible with
the holistic feature. We first evaluate the performance of im-
age retrieval using single feature such as the holistic feature,
high-dimensional local feature and compressed binary fea-
ture. kNN and Support Vector Machine (SVM) are used as
the baselines that have been widely employed for histopatho-
logical image analysis [1, 12], where k = 9 and an RBF
kernel with optimized gamma value for SVM.

As shown in Fig. 2, both holistic and local features are
able to generate reasonable results, i.e., around 80% accura-
cy. The only exception is that kNN fails in handling high-
dimensional local feature, achieving only 74.17% accuracy.
After compression with KSH, the binary codes improve the
accuracy to 81.67%. In addition, using hashing representation
also significantly improves the computational efficiency, i.e.,
thousands times faster than using original high-dimensional
features, ensuring the scalability. Since both features are fair-
ly effective but not perfect, and they should be complemen-
tary as they model different scales of information, it is natural
to combine them for higher accuracy.

We compare our graph fusion method with several classi-
cal methods for fusion, including both feature and rank-level
approaches. For feature-level fusion, we normalize and con-
catenate different features into a histogram and classify them
with either kNN or SVM. Since the dimensions of features
are largely different, it is not likely to obtain reasonable re-
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Fig. 2. Quantitative comparison of the classification accuracy.
We compare the performance of each single feature, and the
fusion of both holistic and local features.

sults without doing normalization. Therefore, normalization
ensures that each feature contributes “equally” to the concate-
nated one [9]. For rank-level fusion, we combine different re-
trieval results via rank aggregation [4] and classify the query
image with majority voting.

As shown in Fig. 2, concatenation of feature vectors
marginally improve the classification accuracy, i.e., around
1-3% better than the baseline, due to the dramatically d-
ifferent characteristics of heterogeneous features. kNN is
slightly better than SVM, because of the normalization on the
distance-level [9]. On the other hand, rank aggregation also
merely improves the accuracy by 3%, since there may be no
intersection among the top candidates retrieved by the local
and holistic features. Our graph fusion method determines
online which features should play a major role in the retrieval,
in an unsupervised scheme. As a result, our fusion of het-
erogeneous features significantly improves the accuracy by
around 10%, i.e., achieving 91.67% overall accuracy on this
challenging problem. In addition, since this fusion process
is applied on the retrieved results, i.e., a small subset of the
whole dataset, it is very efficient and only takes milliseconds,
ensuring sound scalability.

4. CONCLUSIONS

In this paper, we investigate the fusion of heterogenous fea-
tures for histopathological image analysis. Specifically, we
employ a graph-based framework to fuse the holistic archi-
tecture feature and the local appearance feature that is repre-
sented as hashing code. These features are complementary
but have dramatically different characteristics and representa-
tions, causing difficulties for traditional fusion methods. Our
framework is able to measure online the retrieval quality by
the consistency of the neighborhoods of candidate images,

without using any supervision. Therefore, the fused results
significantly improve the baseline using single feature. In the
future, we will test our method on larger dataset (e.g., thou-
sands of images) and employ more features for fusion. We are
also interested in the relevance feedback that takes domain ex-
perts’ feedback to improve the retrieval and fusion methods.
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