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ABSTRACT
The trend of exploratory visualization development has driven
the visual analytics (VA) community to design special eval-
uation methods. The main goals of these evaluations are
to understand the exploration process and improve it by
recording users’ interactions and thoughts. Some of the re-
cent works have focused on performing manual evaluations
of the interaction logs, however, lately some researchers have
taken the step towards automating the process using inter-
action logs. In this paper we show the capability of how
interaction log analysis can be automated by summarizing
previous works’ steps into building blocks. In addition, we
demonstrate the use of each building block by showing their
methodologies as use case scenarios, such as how to encode
and segment interactions and what machine learning algo-
rithms can automate the process. We also link the stud-
ies reviewed with sensemaking aspects and interaction tax-
onomies selection.
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1. INTRODUCTION
The process of evaluating visualizations, in the past couple

of years, has shaped many related aspects in the VA field.
VA researchers have conducted evaluations in order to reach
the following general goals: Understand how insights are
derived, and improve the design, usability, aesthetics and
visualization cognitive aspects (more details can be found in
[34]).

Many of the research works have gone “beyond analyzing
time and error”, which is the most primitive quantitative
method that can be applied. Time and error are impor-
tant measures for evaluating the user’s performance and the
tool’s usability [27, 3]. With the growing demand of de-
veloping and evaluating visualization for “exploratory” uses
researchers have adopted insight-based evaluations. The
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needed evaluations for exploratory analyses are more com-
plex than just counting the number errors and measuring
the completion time in user studies.

This survey emphasizes the importance of evaluations that
used interaction logs gathered from provenance tools. In the
2014 BELIEV workshop Smuc [41] addressed the connec-
tion between error and insights analysis. He divided Rea-
son’s model with respect to interactions according to the
type of insights gained. Using the same concept we can see
that there is a lot of research potential in reaching the goals
mentioned previously by analyzing the interaction logs. In
the recent years, the trend of analyzing user interaction logs
has been growing, thus, we survey papers on visualizations’
interaction log analysis and its related work to identify tech-
nical challenges and methodologies, and propose directions
for future work.

2. SURVEY METHODOLOGY
Our sole focus is on the methodologies that used interac-

tion logs to evaluate visualizations; therefore, in this section
we start with defining interactions in the visualization con-
text. However, in the next section we give an overview on
different data sources that are commonly used besides inter-
action logs.

Interaction in the context of visualization refers
to “the dialog between the user and the system as the user
explores the data set to uncover insights” [43]. In the papers
we surveyed, interactions refer to actions that are taken by
the user to maneuver the visualization components. Logging
of such actions produces interaction logs.

Firstly, we carried out two rounds for collecting the sur-
veyed papers: in the first round we collected papers that
are related to interaction logs analysis, either for the pur-
pose of evaluation or provenance; in the second round we
collected papers in which their research informs the analy-
sis of interaction logs (such as user interaction taxonomies,
sensemaking models, etc.) Secondly, we summarized those
papers to identify similar goals and divide them as shown in
section 4. Thirdly, we identified common methods used in
each paper, then compared between those methods in order
to construct the building blocks presented in section 5. For
each common step we compare between the methodologies
presented in the papers, despite the fact that, their frame-
works did not follow the same order of steps.

3. DATA SOURCES
In the context of automating the evaluation of visualiza-

tions, researchers proposed approaches to analyze a combi-



nation of multiple data sources. In this section we give an
overview on the data types used in previous works, which
are used with interaction logs in the analysis: eye-movement,
think-aloud protocol or note taking, and screen video cap-
ture of the user study session.

Ivory and Hearst [19] have organized the methods of us-
ability evaluation, for user interfaces in general, into a taxon-
omy according to the method’s class and type, automation
type and effort level. For each method type they recom-
mended an automation type. Since visualization tools are a
more specific type of user interface, the automation meth-
ods available are restricted to the analyses which are possi-
ble to implement, especially for understanding the process
of deriving insights. The most promising data types that
can be used for automating the evaluation are the interac-
tion logs and the eye-movement data, the other two types
mentioned are used for the purpose of qualitative analysis
to confirm and cross-validate the findings. However, as the
verbal records and screen video capture are necessary to
mark the insights that the user have made, they require a
lot of manual work which needs to be minimized from the
automation perspective.

Interaction logs hold useful potential for usability stud-
ies in many research and industrial areas; i.e. Salesforce,
Google Analytics and many other companies use the inter-
action logs of users to analyze their behavior with websites
and search engines [7, 18, 31]. On the evaluation side of
visualizations, interaction logs provide detailed information
about the sequence of steps which the users have taken in or-
der to arrive at their findings and reveal the spatio-temporal
patterns [15, 6, 12, 9, 29]. Kang et al. [23] extracted the
activity patterns of users for an investigative analysis case
study in Jigsaw. Blascheck et al. [4] leveraged both interac-
tion logs and eye-movement data and applied visual analyt-
ics techniques for detecting spatio-temporal patterns. Most
commonly the user’s logs consist of a timestamps, views (in
case of multiple view visualizations) and the data which the
user interacted with, and the type of action or action details
[15, 4, 16, 9].

Eye-movement eye-tracking technology have grown in
the past decade for HCI usability studies [35, 20], eye track-
ing devices facilitated the detection of eye-fixations, gaze
durations, and saccadic velocities and amplitudes [39]. HCI
usability studies utilized the eye-movements data in quan-
titative and qualitative comparisons between user interface
design choices. Andrienko et al. [2] juxtaposed the structure
of the geographical movement data to the eye-tracking data
structure in a spatio-temporal sense. They summarized the
analysis tasks of previous work into two main categories:
one focusing on the areas of interest (AOIs) and another on
the movements. The first entails the user’s attention and
therefore the eye-fixation is extracted. On the other hand,
the jumps (saccades) are extracted for analyzing the move-
ments. They listed several analysis methods for both tasks
such as summarizing the map of spatial distribution demot-
ing user’s attention areas, clustering similar users temporar-
ily, and extracting events from trajectories. Methods applied
for analyzing movement data [1] are the original inspiration
for the originality of these methods. Back to our main set of
research goals for VA system evaluations, the eye-movement
data provides information on the user’s strategy [25], which
is important for understanding the sensemaking process [14].
Such cognitive information can also be inferred from the in-

teraction logs. Therefore, both data types are complemen-
tary and can easily be used for automating the evaluation
methods.

Think-aloud records & Screen video capture [21]
both data types are used to provide qualitative explanations
for the interaction logs analysis; some approaches used them
as a complementary analysis to confirm the conclusions from
the quantitative analysis [15, 40]. In user studies the users
reports their findings and thinking process either vocally or
by taking notes, which is sometimes considered distracting
according to [13]. Thus, other approaches [4] prefer to cap-
ture screen videos when the user study involves tasks that
are sensitive to interruptions and could interfere the user’s
performance. Despite the advantage of the screen video cap-
ture has for not interfering the user’s analysis process, the
think-aloud records reveal more semantic information about
the user’s intentions. Think-aloud protocol is much less in-
trusive, since note taking requires user’s attention for writ-
ing down their thoughts [11]. Both methods require post-hoc
manual analysis, where the researcher encodes the actions
or sets of actions either into a higher level of actions from
the taxonomies mentioned before or to the corresponding
low-level interaction logs.

4. RESEARCH GOALS
Since this survey is focused on analyzing the interaction

logs with respect to evaluating visualizations and user per-
formances, we classify previous works’ research goals into
to three evaluation scenarios [26]. Our categorization is in-
spired by Lam et al. [26] in which they provided 7 types
of evaluation scenarios instead of evaluation methods. Our
evaluation scenarios using interaction logs include: evalu-
ating user performance and strategy (section 4.1), under-
standing insight generation and sensemaking (section 4.2),
and evaluating visualization design (section 4.3).

4.1 Evaluating user’s performance & strate-
gies

The most common set of goals that researchers have fo-
cused on in the past few years concern two aspects: one is the
user’s performance and behavior; the other is the ability of
the visualizations on facilitating users’ reasoning processes.
Measuring the user’s behavioral model addresses the prob-
lem of traditional design methods “one size fits all” [44]; not
all users have the same cognitive ability or personal traits to
use the same functionalities provided by the visualization.
Visualizations should be flexible enough to be easily used
by users with different technical skills and cognitive abili-
ties. Ziemkiewicz et. al [44] pointed out the importance of
analyzing the user’s thinking process which would lead to
designing visualizations that are able to extend according to
the user’s cognitive ability and hit a wide variety of audi-
ence. The application of such analysis is useful for designing
adaptive and personalized interfaces, as it is the main prac-
tice of HCI researchers [28]. For example, HARVEST [12]
is a tool that automatically detects user’s patterns in order
to provide dynamic visualization recommendations. In addi-
tion, it provides a history panel for reusing previous analytic
thinking in new contexts and with new data. Ziemkiewicz
et. al also emphasized on the challenges that face researchers
when mapping the effects of different visual designs choices
on users’ different personality traits and cognitive abilities,
and thus, researchers in the community are eager to provide



visual mapping schemas. As they [44] surveyed research ef-
forts towards the challenge of adapting visualization designs
for user’s differences, they divided the factors affecting the
user’s performance into visual literacy, cognitive and person-
ality factors (traits). One of their goals is to build models
of users’ personality and cognitive ability by logging their
interactions.

Continuing this research direction, Brown et al. [6] aimed
to infer user’s locus of control, extraversion, and neuroti-
cism from user interactions. Additionally, they predicted
the user’s task performance in real-time using logged user
interactions with a gamified visualization, “Finding Waldo”.
To explore the question of how users approach investigations
using visual analytical tools, Kang et al. [23] compared two
of Jigsaw’s settings with traditional tools. The main goal is
to test their evaluation methodology for investigative analy-
sis visualizations, which led to design suggestions for Jigsaw
and new evaluation metrics. While Dou et al. [9] and Lip-
ford et al. [29] analyzed the interaction logs to recover the
user’s reasoning process, their goal is to explore whether it
is possible to glean higher-level reasoning process from an-
alyzing user interaction logs. Dou et al. [9] constructed
an Operation Analysis Tool (OAT) to analyze the interac-
tion logs from a user study on WireVis [8], and Lipford et
al. [29] aimed to use this OAT for their user study’s sub-
jects to help them recall their strategies and findings. The
subjects have indicated much more confidence in their abil-
ity to recall their initial analysis strategies when using the
OAT in comparison when not using it. The results of this
user study are a legitimate proof that interaction logs can
be used for identifying the strategies that are supported by
the VA systems. Along with researching the user’s reasoning
process, Blascheck et al. [4] built a VA tool for evaluating
the efficiency of visualizations by automatically detecting
patterns of users’ interaction, eye tracking and think-aloud
data. This combination of data sources enables evaluators
to find deeper insights about the user’s behavior. They used
a heuristic-based approach to evaluate their VA tool, where
experts reviewed their interaction logs from two case stud-
ies on VarifocalReader [24] and Word Cloud Explorer [17].
The case studies helped them to understand the analyst’s
behavior in navigating hierarchical visualizations.

4.2 Understanding insights generation & sense-
making process

Understanding the sensemaking process when using visu-
alization tools is an important goal that researchers have
been seeking recently; Sacha et al. created knowledge gen-
eration models special for visual analytics [38]. The main
challenge when validating such models is collecting informa-
tion about user’s cognition state. Unfortunately, the only
technique for gathering this information are think-aloud and
note taking which are impractical when coding the collected
information for large number of participants in user stud-
ies. Thus, researchers have endorsed the idea of translating
interactions to insights, which we suggest, needs to be stan-
dardized using available taxonomies.

From interactions to insights mapping perspective Saraiya
et al. [40] aimed to study user’s exploratory behavior by
analyzing factors that affect the insight generation. Their
evaluation aimed to investigate explorative behavior only;
they focused on testing the capability of the tool to support
hypothesis generation. They defined 8 characteristics of in-

sights, which can be used for evaluating visualization tools in
general and some of those characteristics were inspired from
their prior work [32, 33]. Although, the study in [40] was tai-
lored for Bioinformatics applications, Reda et al. [37] used
a reduced set of the insight characteristics from Saraiya et
al. Reda et al.’s concept is based on separating the mental
and interaction states and finding the transitions between
them; this separation is seen when the users offload their
cognition onto the interface and perceive new information
from it. Their future goal is to investigate the higher-level
patterns for these transitions to link these transitions with
general sensemaking models.

On the other hand, Gomez et al. [11] extended Saraiya et
al.’s [40] method to design a hybrid of both insight- and task-
based methodologies, LITE (Layered Insight- and Task-based
Evaluation). They used it to evaluate spatiotemporal visu-
alizations proving that Saraiya et al.’s method is applicable
to evaluating visualizations other than Bioinformatics visu-
alizations. North et al. [33] addressed the problems for
applying benchmark tasks for the purpose of insight-based
evaluations, while Gomez et al. were able to overcome these
problems.

4.3 Evaluating visualization design
In user studies, measuring the sole effect of individual vi-

sualization components is quite challenging when it comes
to separating different factors that support and hinder in-
sight generation. Guo et al. [15] applied a hybrid evaluation
approach to find interface design factors that affect insights
generation. The main research question that motivated this
work came from understanding how the interactions lead to
insights by analyzing the user’s interaction logs and the in-
fluence of the visualization design on the insights gained.
As a case study they applied their approach on a visual
analytics tool, and were able to give design recommenda-
tions for eliminating the difficulties that prevented insights
to be gained. Their data-driven (interaction logs) design rec-
ommendations were high-level and supported by qualitative
analysis results. The nature of these findings waived their
need from separating different possible factors that affect
insight generation.

Besides HARVEST, Tome [10] is another framework for
automating the evaluation of interface design using inter-
action logs from crowd of users. The main advantage of
Tome is providing user’s time-completion predictions after
making design changes from interaction logs that were col-
lected before making those changes; evaluators do not have
to repeat their crowd user studies. Another advantage is
evaluating the sole effect of each interaction individually on
a low-level. This advantage is a contribution towards over-
coming the main challenge we address in this subsection.
In contrast with Guo et al.’s high-level approach for design
recommendations, Tome has taken an atomic approach to
overcome the same challenge.

5. BUILDING BLOCKS
We identify common steps from prior methods as build-

ing blocks for constructing a framework to analyze interac-
tion logs. We chose the term building blocks as opposed
to a pipeline for the reason that not all steps have to be
taken or the order could change. Figure 1 presents the build-
ing blocks. Each block is an abstraction of multiple meth-
ods that have been applied to interaction log analysis. To



Figure 1: Building blocks for evaluations using in-
teraction log analysis.

Table 1: Methods used for each building block
Building block Methods

Gathering log data
Recording interaction logs

and eye-movement

Gathering complementary
data

Recording screen video
capture and think-aloud

protocol

Filtering
Post-hoc or ad-hoc

processing

Encoding
Mapping raw interactions
to taxonomy categories

Segmentation and
Chunking

N-gram, LCS

Automatic analysis &
Prediction

SVM, decision trees, PCA

Visualization techniques
Timeline, stacked multiple
timelines, Dendrograms,

decision trees

provide more details, we discuss methodologies within each
building block. We summarize the methods relevant to each
building block in Table 1, and elaborate on these methods
in the subsections. Note that many papers present methods
that fit into multiple building blocks, therefore the relevant
pieces are mentioned in multiple subsections. We hope this
summary provide an overview of the state-of-the-art efforts
towards analyzing interaction logs for evaluation.

The structure of our building blocks is inspired from Guo
et al.’s [15] evaluation pipeline. We made an effort to sepa-
rate the collection of interaction logs and other complemen-
tary data since their analysis methods are fairly distinct. In
addition, we use broad terminologies to describe the pro-
cess of each block in order to fit the wide range of surveyed
methods.

5.1 Encoding interactions & filtering
Before predicting the interaction patterns or measuring

performance using the interaction logs, researchers perform
two important steps to increase the accuracy of their models:
they filter redundant and byproduct interactions, and then
map the interface’s specific interactions into standardized
categories. Encoding the interactions requires taxonomies to
produce understandable patterns that entail cognitive mean-
ing. Previous research works that developed interaction tax-
onomies have helped the community to apply powerful eval-
uation methods using interaction logs and bridged the gap

between quantitative and qualitative evaluations. Address-
ing the need of bridging this gap is the main reason behind
the emergence of taxonomies.

Taxonomies enable categorization of interactions in order
to convert between low- and high-level tasks, and there is
no such perfect taxonomy that covers all scopes and appli-
cations. In their literature review, Brehmer et al. [5] ad-
dressed the challenge of analyzing tasks for identifying user
behavior and classified the developed taxonomies into three
different groups that focused on: low-level tasks, high-level
tasks, and user behavior. They summarized many of the
recent works and compared between their applications and
scopes to construct a multi-level typology that abstracts vi-
sualization tasks using the how, why and what questions to
describe the tasks.

Taxonomies were developed for different purposes and vi-
sualization applications, and therefore, the choice of the tax-
onomy is a crucial step. The most two important factors for
choosing taxonomy are the accuracy of mapping the raw
interactions and the coverage of the taxonomy categories
on all of the raw interactions. In some cases, visualiza-
tion interactions do not exactly match any particular tax-
onomy; therefore, researchers would modify the taxonomy’s
categories to meet their needs. These modifications depend
on the level of the taxonomy and its categories’ definitions,
since definitions of similar categories might differ in differ-
ent taxonomies. The comparison between Guo et al.’s [15]
and Blascheck et al.’s [4] choices of taxonomies is a good
example for reasoning their decisions. Guo et al. evaluated
a system that investigates networks of relationships between
distinct types of entities, such as people, documents and key-
words. Yi et al. [43] provide the adequate categorization of
interactions for graph-based visualizations; therefore, Guo
et al. used their taxonomy, added the “Retrieve”, and re-
moved the “Encode” actions in order to represent their in-
teractions. On the other hand, Blascheck et al. examined
multi-layer textual visualizations, VarifocalReader [24] and
Word Cloud Explorer [17]. These interactions require ab-
stract representations related to text retrieval operations [5]
using taxonomies that are more general. In fact, Brehmer et
al. [5] considered Yi et al.’s [43] taxonomy as low-level inter-
actions when they compared it with other taxonomies, and
used its definitions of “Select” and “Annotate” interactions.

Some previous efforts transcribed verbal records besides
encoding the interactions [9, 29] while others only needed
to count and characterize insights using the think-aloud col-
lected [23, 40, 11]. Interestingly to approach the gap be-
tween the interactions and the sensemaking model, Reda
et al. [37] have mixed an interaction coding schema with a
mental state schema in a one state transition diagram. They
were able to elaborate the transition between the observa-
tions, hypothesis, goal formation and the interactions. The
cognitive side was revealed with respect to the interactions.
In the perspective of the four-tier model proposed by Gotz
and Zhou [13], the tasks and subtasks are equivalent to the
mental states described by Reda et al. in [37].

Last but not least, some works have used raw interac-
tions only without encoding them. For example, in TOME,
Gomez and Laidlaw [10] used the Keystroke-Level Model
(KLM) to collect interaction history, Heer in [16] used a hy-
brid of state and action model to group simple interactions
under five categories: shelf, data, analysis, worksheet and
formatting, and Brown et al. [6] used n-gram to extract



patterns from raw interactions without categorizing them
according to any taxonomy (since their analysis was space-
oriented).

5.2 Segmentation & chunking
Interaction representation does not stop at the encoding

stage; individual interactions need to be grouped in order
to form a semantic description which can be interpreted by
evaluators or used as an input for predictive algorithms. The
manual effort done by Gotz and Zhou [13] for grouping inter-
actions in the form of trails enabled searching for the appro-
priate chunks of interactions that give meaning. They pro-
vided simple linear trails which provide meaningful chunks.
The nonlinear trails provide the appropriate link between
those chunks to find semantic meaning. Similarly, Guo et
al. [15] have grouped the interactions into segments using a
greedy algorithm after extracting all possible subsequences
with length greater or equal to three as the candidate pat-
terns. This method is considered fully automatic; the algo-
rithm determines which interactions should be grouped into
separate chunks or segments. In addition, Heer et al. [16]
presented a history visualization of chunks of interactions
that were extracted using temporal rules (time-dependent).
These rules were designed manually from their observations
on cases in their empirical data usage for Tableau.

To derive meaningful semantics from low-level interac-
tions, Gotz and Zhou [13] have divided the interaction schema
into four layered tiers. Their model’s idea is universal in the
sense of hierarchical linear division and conquering tasks.
One contribution is highlighting the importance of the action
layer that connects the semantic layers (task and subtasks)
with the events. They were able to achieve this connection
by combining the actions into groups to represent them as
subtasks. They introduced the notion of trails to make such
connection according to the classes of intentions which they
defined. A similar example to Gotz and Zhou’s trails is the
patterns extracted in Guo et al.’s [15] experiment, while the
difference is that the patterns were automatically extracted.
In the sense of mapping low-level interactions to high-level
semantics, Guo et al. have encoded the insights into three
categories: fact, generalization, and hypothesis, and calcu-
lated the correlations between the interactions and those
insight categories using Pearson’s r. As a suggestion, we
see an advantage in forming another extra tier between the
action and subtasks tiers to enhance the action representa-
tion. The extra tier can be constructed with the help of
automatic pattern detection; given that Guo et al.’s inter-
action patterns and Gotz and Zhou’s trails are on the same
tier level. Hopefully in the future, more efforts could build
different catalog of trails to be reused across different appli-
cations.

5.3 Automatic analysis & prediction
Automated predictions and analysis are one of the core

building blocks applied to help analysts derive inferences vi-
sually and/or statistically. In Brown et al.’s work [6], they
fed their machine learning algorithms with three distinct
data representations. As for the n-gram representation, they
were able to draw conclusions on the users’ performance by
running a decision tree. The n-grams seem to work well with
navigation related interactions as input to decision trees for
deriving conclusions. Their other two representations (state-
and event-based) were used as the input to the popular sup-

port vector machines (SVM) algorithm using different ker-
nels. The accuracy of SVM on time completion was plot-
ted along the experiment duration, in order to evaluate the
method’s performance in real-time. They also suggested us-
ing Boosting, sequence alignment methods, such as LCS in
[4], and random process models which is used by Reda et al.
[37].

In contrast to using n-gram as an intermediate feature,
Blascheck et al. [4] extracted n-grams from the interac-
tion logs to detect patterns as a final interpretation for the
evaluators to investigate. The n-grams were extracted to
infer similarities between users who have the same interac-
tion patterns. As another bottom-up analysis, they used the
Longest Common Substrings (LCS) to show those similari-
ties and find longest time duration in which users were be-
having similarly. The problem with LCS, is that it employs a
very strict criteria for comparing such diverse outcome from
users, thus, All Common Substrings were provided as an-
other option. Privitera and Stark, [36] developed a method-
ology for automatically identifying AOIs (or regions of inter-
ests (ROIs)) using the sequence of eye fixations on images
and compared those sequences using Levenshtein distance.
Similarly, Blascheck et al. hierarchically clustered the eye
movement data to identify similar scanpaths using Leven-
shtein distance.

Other than machine learning algorithms, Blascheck et al.
provided basic search function for analysts to look up inter-
action subsequences of the exact match, and fuzzy search to
relax the search restrictions using wildcards. Several works
have used rule-based approaches to mine patterns and pre-
dict user performance, for example, HARVEST [12] detects
patterns to construct a library of interaction rules based on
their frequencies. Those rules were later used to recommend
the adequate visual technique. In some cases, visualization
designs force users to execute multiple interactions that are
unnecessary and could be replaced by fewer ones. Gomez
and Laidlaw [10] used CogTool [22] to predict the time re-
ductions that could be achieved, where those predictions are
also rule-based.

5.4 Visualization techniques
Taking advantage of the power of VA, researchers have

designed VA systems to display and analyze interaction log
data collected for evaluating other VA systems. This is how
the name of the paper “VA squared” [4] is originated. The
timeline visualization technique is the notion adopted by
event visualization tools, such as LifeFlow [42] and Event-
Flow [30]. Blascheck et al. [4], Guo et al. [15], and Dou et
al. [9] have adopted the timeline visualization of interaction
sequences for showing the sequence of events. The most ba-
sic timeline visualization used within those three papers is
in figure 2 (a), which is designed by Guo et al. [15]. Each
participant is presented by a row and each top level action
is color coded. A more complicated visual representation
appears in Dou et al.’s [9]; their OAT shows the users’ in-
teractions with the three views of WireVis [8] and the in-
vestigation depths for one user (figure 2 (b)). Blascheck et
al. [4] have displayed users within bounding boxes sepa-
rately, and within each bounding box each of the tool’s view
correspond to a timeline, where the AOIs and interactions
are plotted in parallel (figure 2 (c)). Another two impor-
tant views in Blascheck et al.’s tool are the participant list
that shows the dendrogram result of the hierarchical clus-



Figure 2: Timeline visualizations of interaction logs
by: (a) Guo et al. [15], (b) Dou et al. [9] and (c)
Blascheck et al. [4]

tering algorithm for grouping users, and the AOI list view
that shows the transition between AOIs. In terms of the
relationship between actions and between abstract actions
with coded insights, Guo et al. [15] visualized the transition
matrix per user and all users. One advantage of combin-
ing different data sources is linking between the meaningful
quantitative and qualitative analysis. In their future work,
Dou et al. [9] envisioned the usefulness of making video
segments available in parallel to the interaction for evalua-
tors to investigate. Blascheck et al. [4] applied this idea by
providing speech bubbles for evaluators to view the video
of interactions and voice recording as synchronized annota-
tions. Such integrated information provides the evaluators a
ground truth for verifying their hypothesis when analyzing
interaction logs.

Brown et al. [6] showed the decision tree’s result, where
the leaf nodes are the output label classes (the user is fast
or slow), the internal nodes are the n-grams extracted, and
the edges represent how the decisions were taken accord-
ing to the counts of the n-grams which are represented in
the internal nodes. However, the resulting tree shown in
their figure is more of a decision list rather a decision tree.
They were also able to link between the user’s traits and
speed with their search behavior, which is depicted by the
path taken inside the image to find Waldo. The transition
between the viewpoints is visualized to differentiate typical
behavior of users who are fast versus slow, and who impose
external versus internal locus of control. The thickness of
the line encodes the number of users who have gone through
the transition.

6. CONCLUSION
In summary, we showed efforts that have used interac-

tion logs for evaluating visualizations by summarizing their
research goals from the perspective of three evaluation sce-
narios. In order to compare between the methods used in
those efforts we constructed building blocks that summarize
their common steps. Our building blocks integrate these
common steps to demonstrate the automation of the eval-
uation process. The structure of the building blocks is a
generalized form of the surveyed frameworks for future use;
researchers can remove and add blocks according to their
analysis goals and collected data.

Generally in user studies, the limited number of partic-
ipants is a major bottleneck for evaluating explorative vi-

sualizations; they require deeper and more manual analysis
than evaluating task-based visualization. Our intention is to
encourage automating evaluation methods in order to clear
this bottleneck. Many user studies’ credibility depend on
having large number of participants, thus, automating the
evaluation process will provide the ability of hosting crowd-
sourcing experiments.
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and errorsâĂŤnovel evaluation methods for
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