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Show the details of your work !!

1. Consider an average strike option with discrete arithmetic averaging. Assume that the
stock pays dividends and that during the time step [t, t+ dt], the dividend payment is
D(S, t)dt. Take S and

I =
1

K

∫ t

0

S(τ)f(τ)dτ

as state variables, where

f(t) =
K

∑

i=1

δ(t− ti).

In this case the PDE for options is

∂V

∂t
+

1

2
σ2S2∂

2V

∂S2
+ (rS −D)

∂V

∂S
+
Sf(t)

K

∂V

∂I
− rV = 0.

(a) Find the jump condition at t = ti, i = 1, 2, · · · , K.

(b) Under the assumption D(S, t) = D0S and V (S, I, T ) = max(±(αS−I), 0), reduce
an average strike option problem to a problem with only two independent variables
and the payoff to a function with only one independent variable.

2. (a) Find the solution of the problem:






dϕ1 (η)

dη
= η2(r−D0+σ2/2)/σ2 dϕ2 (1/η)

dη
, for η ∈ [0, 1],

ϕ1 (1) = ϕ2 (1) ,

where ϕ2 (η) = max(η − β, 0) defined on η ∈ [1,∞). Here β > 1 and r 6= D0.

(b) Show

1
∫

0

ϕ1 (η′)G (η′, T ; η, t) dη′ +

∞
∫

1

max (η′ − β, 0)G (η′, T ; η, t) dη′

=
σ2β−2(r−D0)/σ2

2 (r −D0)
N

(

− ln (βη) + (µ+ σ2) τ

σ
√
τ

)

− σ2

2 (r −D0)
η2(r−D0)/σ2

e−(r−D0)τN

(

− ln (βη) − µτ

σ
√
τ

)

+ηe(D0−r)τN

(

ln (η/β) − µτ

σ
√
τ

)

−βN
(

ln (η/β) − (µ+ σ2) τ

σ
√
τ

)

,



where

G (η′, T ; η, t) =
1

σ
√

2π (T − t)η′
e−[ln(η′/η)−(D0−r−σ2/2)(T−t)]

2

/2σ2(T−t)

and µ = r −D0 − σ2/2.

3. Consider the following problem











∂V 1(y, τ)

∂τ
=

n
∑

i=1

n
∑

j=1

ρij
∂2V 1(y, τ)

∂yi∂yj
, −∞ < y <∞, 0 ≤ τ ≤ T,

V (y, 0) = V1T (y), −∞ < y <∞,

where
V1T (y) ≡ VT

(

eσ1y1/
√

2, eσ2y2/
√

2, · · · , eσnyn/
√

2
)

.

(a) Let
x = Ry

and
V 2(x, τ) = V 1(y, τ),

where R is a contant matrix:

R =











r11 r12 · · · r1n
r21 r22 · · · r2n
...

...
. . .

...
rn1 rn2 · · · rnn











.

Find the equation and initial condition for V 2(x, τ).

(b) Find R such that V 2(x, τ) satisfies











∂V 2(x, τ)

∂τ
=

n
∑

l=1

∂2V 2(x, τ)

∂x2
l

, −∞ < x <∞, 0 ≤ τ ≤ T,

V 2(x, 0) = V2T (x), −∞ < x <∞,

where V2T (x) ≡ V1T (R−1x).

4. Consider the problem







∂V

∂t
+

1

2
αr
∂2V

∂r2
+ (µ− γr)

∂V

∂r
− rV = 0, 0 ≤ r, 0 ≤ t ≤ T,

V (r, T ;T ) = Z, 0 ≤ r,

where α, µ, γ and Z are constants.
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(a) Show that this problem has a solution in the form

V (r, t;T ) = ZeA(t,T )−rB(t,T )

and A and B are the solution of the system of ordinary differential equations















dA

dt
= µB,

dB

dt
=

1

2
αB2 + γB − 1

with the conditions A(T, T ) = 0 and B(T, T ) = 0 ;

(b) Suppose that we already find the function B:

B =
2(eψ(T−t) − 1)

(γ + ψ)eψ(T−t) − (γ − ψ)
,

where ψ =
√

γ2 + 2α. By solving the first ODE, show

A = ln

(

2ψe(γ+ψ)(T−t)/2

(γ + ψ)eψ(T−t) − (γ − ψ)

)2µ/α

.

(This problem is related to the Cox-Ingersoll-Ross model of spot interest rate.)

5. (a) Suppose that there is a domain Ω on the (Z1, Z2)-plane, the boundary of Ω is Γ,
and (n1, n2)

T is the outer normal vector of the boundary Γ. Assume that Z1 and
Z2 are two stochastic processes and satisfy the system of stochastic differential
equations:

dZi = µi(Z1, Z2, t)dt+ σi(Z1, Z2, t)dXi with σi ≥ 0, i = 1, 2,

where dXi, i = 1, 2, are the Wiener processes and E [dX1dX2] = ρ12dt with ρ12 ∈
[−1, 1]. Suppose that at t = 0, (Z1, Z2) ∈ Ω. Show that in order to guarantee
(Z1, Z2) ∈ Ω for any time t ∈ [0, T ], we need to require, for any t ∈ [0, T ] and for
any point on Γ, the following condition to be held:

i. if n1 6= 0 and n2 = 0, then
{

n1µ1 ≤ 0,

σ1 = 0;

ii. if n1 = 0 and n2 6= 0, then
{

n2µ2 ≤ 0,

σ2 = 0;
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iii. if n1 6= 0 and n2 6= 0, then
{

n1µ1 + n2µ2 ≤ 0,

n1σ1 − sign(n1n2)n2σ2 = 0, and ρ12 = −sign(n1n2),

where

sign(n1n2) =

{

1, if n1n2 > 0,

−1, if n1n2 < 0.

If a point is a corner point, then there are two normals and we need to require
this condition to be held for the two outer normal vectors.

(b) Suppose that the domain Ω is Z1l ≤ Z1 ≤ 1 and Z2l ≤ Z2 ≤ Z1, where Z1l and
Z2l are constants, and Z1l ≥ Z2l. Find the concrete condition corresponding to
the condition given in a) on each segment of the boundary.

6. Consider the problem


















∂Bc

∂t
+

1

2
σ2S2∂

2Bc

∂S2
+ (r −D0)S

∂Bc

∂S
− rBc + kZ = 0,

0 ≤ S, 0 ≤ t ≤ T,

Bc(S, T ) = max(Z, nS), 0 ≤ S,

where σ, r,D0, k, Z, and n are constants. Show that if D0 ≤ 0, then

Bc(S, t) ≥ nS for 0 ≤ t ≤ T.

(Hint: Define Bc(S, t) = Bc(S, t) − b0(t), where b0(t) =
kZ

r

(

1 − e−r(T−t)
)

. First show

that Bc(S, t) satisfies






















∂Bc

∂t
+

1

2
σ2S2∂

2Bc

∂S2
+ (r −D0)S

∂Bc

∂S
− rBc = 0,

0 ≤ S, 0 ≤ t ≤ T,

Bc(S, T ) = max(Z, nS), 0 ≤ S.

Then show Bc(S, t) ≥ nS and b0(t) ≥ 0 for 0 ≤ t ≤ T . Finally show Bc(S, t) ≥ nS.)
(Remark: If the solution of this problem fulfills the constraint condition

Bc(S, t) ≥ nS for 0 ≤ t ≤ T,

then the solution of the problem above represents the price of a one-factor convertible
bond. In this case, the solution of a one-factor convertible bond does not involve any
free boundary. Therefore, no free boundary will be encountered when one prices a
one-factor convertible bond with D0 ≤ 0.)
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